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Abstract—In this paper, we investigate the performance in terms of symbol error probability (SEP) of multiple-input multiple-output (MIMO) systems employing the generalized receiver with high spectral efficiency. In particular, we consider the coherent detection of $M$-PSK signals in a flat Rayleigh fading environment. We focus on spectrally efficient MIMO systems where after serial-to-parallel conversion, several sub-streams of symbols are simultaneously transmitted by using an antenna array, thereby increasing the spectral efficiency. The reception is based on linear minimum mean-square-error (MMSE) combining, eventually followed by successive interference cancellation. Exact and approximate expressions are derived for an arbitrary number of transmitting and receiving antenna elements. Simulation results confirm the validity of our analytical methodology.
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1. Introduction

Over the last several decades, multiple antennas have been used to combat fast fading. Increase in diversity order provided by diversity techniques enables robust communications in a fading environment [1], [2]. More recently, it has been recognized that the capacity of wireless communication links is increased by using multiple antennas both at the transmitter and the receiver [3], [4]. Toward achieving these capacities, a promising transmission system, called Diagonal-Bell Laboratories Layered Space-Time (D-BLAST), has been proposed in [3]. This scheme is able to provide a high spectral efficiency in a rich and quasistatic scattering environment. Owing to the large computational complexity required for this scheme, a simplified version, called Vertical BLAST (V-BLAST) has been proposed in [5]. A BLAST scheme is primarily based on the following three steps:

- interference nulling to reduce the effect of the other (interfering) signals on the desired one;
- ordering to select the sub-stream with the largest signal-to-noise ratio (SNR);
- successive interference cancellation (SIC).

Moreover, it was observed also in [3] that a minimum mean-square-error (MMSE) criterion can be used instead of interference nulling (zero forcing) to mitigate both interference and thermal noise.

Some papers [4], [6]-[8] propose an analytical evaluation of the capacity of MIMO systems. Some other papers address simulation of MIMO systems in frequency flat or selective fading channels [9]-[11], while in [12] the investigation of capability of V-BLAST systems with maximum likelihood detection to reduce interference and thermal noise contributions has been carried out. In the present paper, we investigate the performance of multiple-input multiple-output (MIMO) systems employing the generalized receiver with high spectral efficiency. In particular, we consider the symbol error probability (SEP) for coherent detection of $M$-ary phase shift keying (PSK) signals in a flat Rayleigh-fading environment. We start from the analytical framework developed in [13] for optimum combining (OC) of signals in multi-antenna systems in the presence of co-channel interferers and thermal noise. This framework enables us to investigate the performance of MIMO-MMSE systems employing the generalized receiver in flat Rayleigh fading channels. We generalize this methodology to derive the SEP for MIMO-MMSE system followed by SIC. We refer to this system as MIMO-MMSE-SIC and first investigate its performance for the cases of no error propagation (EP). We then extend our study to include the effects of EP.

The paper is organized as follows. In Section II, we provide the generalized receiver description. In Section III, we present the system description and the basic mathematics that is necessary for understanding the MIMO-MMSE generalized receiver. In Section IV, we give a new expression for analyzing optimum combining of signals and derive the SEP at the MIMO-MMSE generalized receiver output. In Section V, we present the performance analysis of MIMO-MMSE system employing the generalized receiver with SIC. Finally, in Section VI, we demonstrate some numerical results, including the comparison with simulation. Conclusions are given in Section VII.
2. Generalized Receiver

The generalized receiver is constructed in accordance with the generalized approach to signal processing in noise [14]-[16]. The generalized approach to signal processing in noise introduces an additional noise source that does not carry any information about the parameters of desired transmitted signal with the purpose to improve the signal processing system performance. This additional noise can be considered as the reference noise without any information about the parameters of the signal to be detected.

The jointly sufficient statistics of the mean and variance of the likelihood function is obtained under the generalized approach to signal processing in noise employment, while the classical and modern signal processing theories can deliver only a sufficient statistics of the mean or variance of the likelihood function. Thus, the generalized approach to signal processing in noise implementation allows us to obtain more information about the parameters of the desired transmitted signal incoming at the generalized receiver input. Owing to this fact, the detectors constructed based on the generalized approach to signal processing in noise technology are able to improve the signal detection performance of signal processing systems in comparison with employment of other conventional detectors.

The generalized receiver (GR) consists of three channels (see Fig.1): the GR correlation detector (GR CD) channel – the preliminary filter (PF), the multipliers 1 and 2, the model signal generator (MSG); the GR energy detector (GR ED) channel – the PF, the additional filter (AF), the multipliers 3 and 4, the summator 1; and the GR compensation channel (GR CC) – the summators 2 and 3, the accumulator 1. The threshold apparatus (THRA) device defines the GR threshold. As we can see from Fig.1, there are two band-pass filters, i.e. the linear systems, at the GR input, namely, the PF and AF. We assume for simplicity that these two filters or linear systems have the same amplitude-frequency characteristics or impulse responses. The AF central frequency is detuned relative to the PF central frequency.

There is a need to note that the PF bandwidth is matched with the transmitted signal bandwidth. If the detuning value between the PF and AF central frequencies is more than 4 or 5 times the transmitted signal bandwidth to be detected, i.e., where there is the transmitted signal bandwidth, we can believe that the processes at the PF and AF outputs are uncorrelated because the coefficient of correlation between them is negligible (not more than 0.05). This fact was confirmed experimentally in [17] and [18] independently. Thus, the transmitted signal plus noise can be appeared at the GR PF output and the noise only is appeared at the GR AF output. The stochastic processes at the GR AF and GR PF outputs present the input stochastic samples from two independent frequency-time regions. If the discrete-time noise at the GR PF and GR AF inputs is Gaussian, the discrete-time noise at the GR PF output is Gaussian too, and the reference discrete-time noise at the GR AF output is Gaussian owing to the fact that the GR PF and GR AF are the linear systems and we believe that these linear systems do not change the statistical parameters of the input process. Thus, the GR AF can be considered as a generator of the reference noise with a priori information a “no” transmitted signal (the reference noise sample) [16, Chapter 5]. The noise at the GR PF and GR AF outputs can be presented as

\[
\begin{align*}
\zeta[k] &= \sum_{m=-\infty}^{\infty} g_{PF}[m]w_i[k-m] ; \\
\eta[k] &= \sum_{m=-\infty}^{\infty} g_{AF}[m]w_i[k-m] ,
\end{align*}
\]

where \(g_{PF}[m]\) and \(g_{AF}[m]\) are the impulse responses of the GR PF and GR AF, respectively.

In a general, under practical implementation of any detector in wireless communication system with sensor array, the bandwidth of the spectrum to be sensed is defined. Thus, the GR AF bandwidth and central frequency can be assigned, too (this bandwidth cannot be used by the transmitted signal because it is out of its spectrum). The case when there are interfering signals within the GR AF bandwidth, the action of this interference on the GR detection performance, and the case of non-ideal condition when the noise at the GR PF and GR AF outputs is not the same by statistical parameters are discussed in [19] and [20].

Under the hypothesis \(\mathcal{N}\) (“a yes” transmitted signal), the GR CD generates the signal component \(s^m[k]s_i[k]\) caused by interaction between the model signal \(s^m[k]\), forming at the MSG output, and the incoming signal \(s_i[k]\), and the noise component \(s^m[k]\zeta_i[k]\) caused by interaction between the model signal \(s^m[k]\) and the noise \(\zeta_i[k]\) at the PF output. GR ED generates the transmitted signal energy \(s^2_i[k]\) and the random component \(s_i[k]\zeta_i[k]\) caused by interaction between the transmitted signal \(s_i[k]\) and the noise \(\zeta_i[k]\) at the PF output. The main purpose of the GR CC is to cancel completely in the statistical sense the GR CD noise component \(s^m[k]\zeta_i[k]\) and the GR ED random component \(s_i[k]\zeta_i[k]\) based on the same nature of the noise \(\zeta_i[k]\). The relation between the transmitted signal to be detected \(s_i[k]\) and the model signal \(s^m[k]\) is defined as:

\[
s^m[k] = \mu s_i[k] ,
\]

where \(\mu\) is the coefficient of proportionality.

The main functioning condition under the GR employment in any signal processing system including the communication one with radar sensors is the equality between the parameters of the model signal \(s^m[k]\) and the incoming signal \(s_i[k]\), for example, by amplitude. Under this condition it is possible to cancel completely in the statistical sense the noise component \(s^m[k]\zeta_i[k]\) of the GR CD and the random component \(s_i[k]\times \zeta_i[k]\) of the GR ED. Satisfying the GR main functioning condition given by (2), \(s^m[k] = s_i[k], \mu = 1\), we are able to detect the transmitted signal with the high probability of detection at
the low SNR and define the transmitted signal parameters with high accuracy.

Practical realization of this condition (2) at \( \mu \to 1 \) requires increasing in the complexity of GR structure and, consequently, leads us to increasing in computation cost. For example,

there is a need to employ the amplitude tracking system or to use the off-line data samples processing. Under the hypothesis \( \mathcal{H}_0 \) (“a no” transmitted signal), satisfying the main GR functioning condition (2) at \( \mu \to 1 \) we obtain only the background noise \( \eta_1[k] - \zeta_1[k] \) at the GR output.

Under practical implementation, the real structure of GR depends on specificity of signal processing systems and their applications, for example, the radar sensor systems, adaptive wireless communication systems, cognitive radio systems, satellite communication systems, and mobile communication systems and so on. In the present paper, the GR circuitry (Fig. 1) is demonstrated with the purpose to explain the main functioning principles. Because of this, the GR flowchart presented in the paper should be considered under this viewpoint. Satisfying the GR main functioning condition (2) at \( \mu \to 1 \), the ideal case, for the wireless communication systems with radar sensor applications we are able to detect the transmitted signal with very high probability of detection and define accurately its parameters.

In the present paper, we discuss the GR implementation in communication systems using the radar sensor array. Since the presented GR test statistics is defined by the signal energy and noise power, the equality between the parameters of the model signal \( s_m^m[k] \) and transmitted signal to be detected \( s_i[k] \), in particular by amplitude, is required that leads us to high circuitry complexity in practice. For example, there is a need to employ the amplitude tracking system or off-line data sample processing. Detailed discussion about the main GR functioning principles if there is no a priori information and there is an uncertainty about the parameters of transmitted signal, i.e., the transmitted signal parameters are random, can be found in [14] and [15, Chapter 6, pp. 611–621 and Chapter 7, pp. 631–695].

The complete matching between the model signal \( s_m^m[k] \) and the incoming signal \( s_i[k] \), for example by amplitude, is a very hard problem in practice because the incoming signal \( s_i[k] \) depends on both the fading and the transmitted signal parameters and it is impractical to estimate the fading gain at the low SNR. This matching is possible in the ideal case only. The GD detection performance will be deteriorated under mismatching in parameters between the model signal \( s_m^m[k] \) and the transmitted signal \( s_i[k] \) and the impact of this problem is discussed in [21]-[27], where a complete analysis about the violation of the main GR functioning requirements is presented. The GR decision statistics requires an estimation of the noise variance \( \sigma_\eta^2 \) using the reference noise \( \eta_1[k] \) at the AF output.

Under the hypothesis \( \mathcal{H}_1 \), the signal at the AF output is the reference noise \( \mathcal{H}_1 \) and define accurately its parameters.

\[
\eta_1[k] = h_i[k]s_i[k] + \xi_i[k]
\]

where \( \xi_i[k] \) is the noise at the PF output and

\[
s_i[k] = h_i[k]s_i[k]
\]

where \( h_i[k] \) are the channel coefficients. Under the hypothesis \( \mathcal{H}_0 \) and for all \( i \) and \( k \), the process \( x_i[k] = \xi_i[k] \) at the PF output is subjected to the complex Gaussian distribution and can be considered as the i.i.d. process.

In the ideal case, we can think that the signal at the GR AF output is the reference noise \( \eta_1[k] \) with the same statistical parameters as the noise \( \xi_i[k] \). In practice, there is a difference between the statistical parameters of the noise \( \eta_1[k] \) and \( \xi_i[k] \). How this difference impacts on the GR detection performance

---

Fig. 1. Generalized receiver structure.
is discussed in detail in [20, Chapter 7, pp.63-695] and in [21]-[24].

The decision statistics at the GR output presented in [14] and [16, Chapter 3] is extended for the case of antenna array when an adoption of multiple antennas and antenna arrays is effective to mitigate the negative attenuation and fading effects. The GR decision statistics can be presented in the following form:

\[ T_{GR}(X) = \sum_{k=0}^{N-1} \sum_{i=1}^{M} 2x_i[k]s_i^{\mu}[k] \]

\[ - \sum_{k=0}^{N-1} \sum_{i=1}^{M} x_i^2[k] + \sum_{k=0}^{N-1} \sum_{i=1}^{M} \eta_i^2[k] \geq THR_{GR}, \]

where

\[ X = [x(0), \ldots, x(N-1)] \]

is the vector of the random process at the GR PF output and \( THR_{GR} \) is the GR detection threshold.

Under the hypotheses \( H_1 \) and \( H_0 \) when the amplitude of the transmitted signal is equal to the amplitude of the model signal, \( s_i^{\mu}[k] = s_i[k], \mu = 1 \), the GR decision statistics \( T_{GD}(X) \) takes the following form in the statistical sense, respectively:

\[
\begin{align*}
H_1: T_{GD}(X) &= \sum_{k=0}^{N-1} \sum_{i=1}^{M} s_i^2[k] + \sum_{k=0}^{N-1} \sum_{i=1}^{M} \eta_i^2[k] - \sum_{k=0}^{N-1} \sum_{i=1}^{M} \psi_i^2[k], \\
H_0: T_{GD}(X) &= \sum_{k=0}^{N-1} \sum_{i=1}^{M} \eta_i^2[k] - \sum_{k=0}^{N-1} \sum_{i=1}^{M} \psi_i^2[k].
\end{align*}
\]

In (7) the term \( \sum_{k=0}^{N-1} \sum_{i=1}^{M} s_i^2[k] = E_s \) corresponds to the average transmitted signal energy, and the term \( \sum_{k=0}^{N-1} \sum_{i=1}^{M} \eta_i^2[k] - \sum_{k=0}^{N-1} \sum_{i=1}^{M} \psi_i^2[k] \) is the background noise at the GR output. The GR output background noise is the difference between the noise power at the GR PF and GR AF outputs. Practical implementation of the GR decision statistics requires an estimation of the noise variance \( \sigma^2_n \) using the reference noise \( \eta_i[k] \) at the AF output.

### 3. System Model for MIMO-MMSE

Throughout the paper, the superscript * denotes conjugation and transposition. Vectors and matrices are indicated by bold, \(|A|\) and \( \text{det} A \) denotes the determinant of matrix \( A \), and \( \{a_{i,j}\}, i, j = 1, \ldots, N \) is the \( N \times N \) matrix with the elements \( a_{i,j}, i, j = 1, \ldots, N \). The MIMO system investigated in this paper is characterized by \( N_T \) transmitting and \( N_R \) receiving antennas (see Fig.2).

![Fig. 2. Investigated MIMO system with M-PSK modulation.](image)

The original data stream is divided in \( N_T \) sub-streams, which are simultaneously transmitted by \( N_T \) parallel M-PSK modulators. The \( N_R \)-dimensional signal \( z(k) \) at the output of the receiving antennas at discrete-time moment can be written in the following form:

\[ z(k) = \sqrt{E_D} C b(k) + w(k), \]

where \( E_D \) is the mean (over fading) received energy of the signal transmitted by each antenna, \( b(k) \) accounts for the transmitted symbols with

\[ E\{b(k)\} = 0; \]
\[ E\{|b(k)|^2\} = 1; \]

\( w(k) \) is the additive Gaussian noise vector with

\[ \text{E}\{w(k)w^*(k)\} = 0.5\sigma^2 N_0 I, \]

and \( 0.5\sigma^2 N_0 \) is the two-sided power spectral density of the thermal noise per antenna element. The matrix \( C \) is the \( N_R \times N_T \) channel matrix

\[ C = \begin{bmatrix} c_{11} & c_{12} & \cdots & c_{1N_T} \\ c_{21} & c_{22} & \cdots & c_{2N_T} \\ \vdots & \vdots & \ddots & \vdots \\ c_{N_R1} & c_{N_R2} & \cdots & c_{N_RN_T} \end{bmatrix}. \]

As in [1], [3]-[7], we consider slow frequency flat fading with the elements of the matrix \( C \), modeled as the independent identically distributed (i.i.d.) circular complex-valued Gaussian random variables having

\[ \text{E}\{c_{i,j}\} = 0; \]
\[ \text{E}\{|c_{i,j}|^2\} = 1. \]

In the MIMO system based on linear combining, the received vector \( z(k) \) is combined with the matrix \( F \) to obtain the decision variables

\[ \hat{b}(k) = F^* z(k). \]

The choice of \( F \) minimizing the expected square-error (MMSE criterion) between the transmitted symbols and the decision variables is given by the following well-known result [27]

\[ F^* = \sqrt{E_D} BC^* (E_D CBC^* + \sigma^2 N_0 I)^{-1}, \]
where in our case we have $B = I$ based on the hypothesis of independence among the transmitted symbols. In this case Eq. (14) takes the form

$$F^* = \sqrt{E_D} R^{-1} C^* ,$$  

(15)

where the covariance matrix $R$ is given by

$$R = \mathbb{E}[z(k) z^*(k)] = E_D C C^* + 0.5 \nu_0 I .$$  

(16)

In the following, the MIMO systems with combining matrix $F$ (15) have referenced to as the MIMO-MMSE.

After linear MMSE reception, the vector $\bar{b}(k)$ containing the linear MMSE estimates of the transmitted symbols is the vector $b(k)$ further processed by a decision device to produce the estimated symbols $\hat{b}(k)$. In its simplest form, the decision device is composed of a bank of parallel devices, one for each component of $\bar{b}(k)$. This can be also interpreted as the vector linear equalizer, where the aim is to reduce the “intersymbol” interference (ISI) due to the parallel transmission of independent symbols over the nonorthogonal radio channel, rather than the ISI among symbols transmitted at different time epochs as in single channel systems. More sophisticated suboptimum strategies can be designed, including successive interference cancellation that acts in an analogous way to decision feedback equalizers, and will be investigated in Section V.

4. Performance Evaluation of MIMO-MMSE System

In this section, we will derive the SEP performance of MIMO-MMSE system constructed on the basis of the generalized receiver. The crux of the derivation is to observe that MIMO-MMSE reception is equivalent to a bank of parallel optimum combiners each with $N_R$ antennas estimating the signal transmitted by one of the antenna, and treating signals from other remaining $N_T - 1$ antennas as interferers. This fact proven in Appendix I enable us to obtain the SEP performance of MIMO-MMSE system based on the generalized receiver by leveraging the analytical framework developed for optimum combining. The coherent detection of M-PSK modulated signals using the optimum combining with the generalized receiver and $N_J = N_R$ receiving antennas and $N_I = N_T - 1$ equal power co-channel interferers is given as

$$SEP = \frac{K^*}{\pi} \int_{0}^{\Theta} A(\theta) \det \mathcal{G}(\theta) d\theta ,$$  

(18)

where

$$A(\theta) = \left\{ \frac{\sin^2 \theta}{\sin^2 \theta + c_{\text{MPSK}} E_D / 2 \nu_0} \right\}^{N_R - N_{\text{min}}} ,$$  

(19)

with $\Theta = \pi (M - 1) / M$ and $c_{\text{MPSK}} = \sin^2 (\pi / M)$. The matrix $\mathcal{G}(\theta) = \{ G_{i,j}(\theta) \}_{i,j=0,\ldots,N_{\text{min}} - 1}$ is the Hankel matrix with elements given by

$$G_{k-N_{\text{min}}+N_{\text{min}}}(\theta) = \zeta(k \theta) \exp\{\zeta(\theta) k\} \times [\zeta(\theta)(1 + k) \Gamma(-1 - k, \zeta(\theta)) + (2 \nu_0 / E_I) \Gamma(-k, \zeta(\theta))] ,$$  

(20)

where

$$\zeta(\theta) = \frac{c_{\text{MPSK}} E_D}{E_I \sin^2 \theta} + \frac{2 \nu_0}{E_I}$$  

(21)

and $\Gamma(\alpha, z)$ is the incomplete Gamma function. Let us prove this statement.

The exact expression for the SEP of MIMO-MMSE system with the generalized receiver and $N_J = N_R$ receiving antennas and $N_I = N_T - 1$ equal power co-channel interferers is given as

$$SEP = \mathbb{E}_x \left\{ SEP_{\lambda=x} \right\} = \prod_{0}^{\infty} \int_{0}^{\infty} SEP_{\lambda}(x) f_{\lambda}(x) dx_1 dx_2 \cdots dx_{N_{\text{min}}}$$  

(22)

Equation (22) was obtained in [13], [25], and [26] with the exception of different integration limits. This difference is due to the fact that unordered nonzero eigenvalues of the covariance matrix $\hat{R}$ of [28]-[30] are used here in (22). In the present paper, the covariance matrix $\hat{R}$ of [31], [32] is denoted by $\hat{R}_j$ (Appendix I). In (22) we use the following notations: $SEP_{\lambda=x}$ is the symbol error probability conditioned on the given realization $x = [x_1, \ldots, x_{N_{\text{min}}}]^T$ of the $N_{\text{min}}$ nonzero unordered eigenvalues $\tilde{\lambda} = [\tilde{\lambda}_1, \ldots, \tilde{\lambda}_{N_{\text{min}}}]^T$ of the central Wishart matrix (Appendix II), defined as

$$\Psi(N_{\text{min}}, N_{\text{max}}) = \begin{cases} C_j C_j^* , & \text{if } N_R \leq N_T - 1 ; \\ C_j^* C_j , & \text{if } N_R > N_T - 1 , \end{cases}$$  

(23)

where $N_{\text{max}} = \max\{N_R, N_T - 1\}$. $SEP_{\lambda=x}$ is given by [33]

$$SEP_{\lambda}(x) = \frac{1}{\pi} \int_{0}^{\Theta} A(\theta) \prod_{i=1}^{N_{\text{min}}} \left( \sin^2 \theta + c_{\text{MPSK}} E_D / (E_I x_i + 2 \nu_0) \right) d\theta$$  

(24)

and $f_{\lambda}(x)$ is the joint probability density function (pdf) of the random variable $\tilde{\lambda}$ given by (79), Appendix II. Substituting
(79) in (22) we obtain

\[ SEP = \frac{K}{\pi N_{\text{min}}} \int \prod_{i=0}^{\infty} \left| A(\theta) \right| \left| V_i(x) \right|^2 \times \prod_{i=1}^{N_{\text{max}}} \left[ \sin^2 \theta \exp\left(-x_i \right) x_i^{N_{\text{max}}-N_{\text{min}}} \right] \sin^2 \theta + c_{\text{MPSK}} E_D/(E_i x_i + 2\sigma^2) \right] \ dx_1 \cdots dx_{N_{\text{max}}}, \]  

(25)

where \( V_i(x) \) is the Vandermonde matrix (see Appendix II). The expression (25) can be simplified using the following statement, whose proof is given in [8]. Under the given two arbitrary \( N \times N \) matrices \( \Phi(x) \) and \( \Psi(x) \) with \( i \)-th and \( j \)-th elements, i.e., \( \Phi_i(x_j) \) and \( \Psi_i(x_j) \), and an arbitrary function \( \xi(x) \) the following identity holds:

\[
\int_{D} \Phi(x) \times |\Psi(x)| \prod_{i=1}^{N} \xi(x_i) \, dx = N! \det \left[ \begin{array}{c} \Phi_i(x_j) \Psi_j(x_i) \xi(x_i) \, dx_i \end{array} \right]_{i,j=1,\ldots,N},
\]

(26)

where the multiple integral is over the domain

\[ D = \{a \leq x_1 \leq b, a \leq x_2 \leq b, \ldots, a \leq x_N \leq b\} \]

(27)

and

\[ dx = dx_1 \cdots dx_N. \]

(28)

Using (26) at

\[ a = 0, b \to \infty, N = N_{\text{min}}, \Phi(x) = V_i(x), \Psi(x) = V_i(x), \]

(29)

\[ \xi(x) = \frac{\sin^2 \theta \exp\left(-x \right) x^{N_{\text{max}}-N_{\text{min}}} \sin^2 \theta + c_{\text{MPSK}} E_D/(E_i x + 2\sigma^2)}{\sin^2 \theta + c_{\text{MPSK}} E_D/(E_i x + 2\sigma^2)}, \]

(30)

we obtain

\[
SEP = \frac{K}{\pi} \int_0^{\theta} \left[ \prod_{i=1}^{N} \left( x + 2\sigma^2 N_0 / E_i \right) e^{-x} x^{N_{\text{max}}-N_{\text{min}}+i+j-2} \right] \ dx \right] d\theta.
\]

(31)

Finally, using the following identity

\[
\int_0^{\infty} \exp(-x) x^a \, dx = b^n \exp(b) n! |\{b(1+n)\Gamma(-1-n,b) + a\Gamma(-n,b)\}|
\]

(32)

valid at \( n > -1 \) and \( \arg \{b\} \neq \pi \), we obtain (18) that provides a concise SEP expression and is amenable for efficient evaluation involving only a single integral with finite limits of integration.

As shown in Appendix I, in the case of MIMO-MMSE system with the generalized receiver we can think of the linear MMSE combiner as equivalent to a bank of parallel optimum or MMSE combiners, each considering one of the signals transmitted by an antenna as the desired signal and the remaining \( N_T - 1 \) as interferers when \( E_D = E_i \) due to the assumption of uniform mean power over the transmitting antennas.

When the decision device following the linear combiner is a bank of independent slicers, the SEP is the same for all layers and is given by (18) together with (19) and (20). In the following the SEP of the MIMO-MMSE systems with the generalized receiver and \( N_T \) transmitting and \( N_R \) receiving antennas is denoted as

\[
SEP_{\text{MMSE}}(N, N_T, E_D/2\sigma^2)
\]

(33)

where \( E_D/\sigma^2 \) is the receive symbol SNR per transmitting antenna. In the next section, the performance of various decision devices following the MMSE linear combiner is investigated.

### 5. MIMO-MMSE System With SIC

The practical generalized receiver structure suggested originally in [20] includes a linear combiner and successive interference cancellation. Although the linear MMSE combiner is expected to perform better than the zero-forcing combiner [3]-[5], the latter is usually investigated in the literature since it is easier to analyze. Here, we derive simple expressions for the performance of the MIMO systems based on the generalized receiver with the linear MMSE combiner followed by SIC and denoted as MIMO-MMSE-SIC systems based on the generalized receiver. We consider a low-complexity SIC algorithm in which one of the linear MMSE combiner outputs is chosen, and the corresponding transmitted symbol is estimated by a slicer. The contribution of the signal due to this detected symbol is then reconstructed and cancelled from the received vector. The same procedure is repeated for all remaining symbols.

We note that the performance of the MIMO-MMSE-SIC system with the generalized receiver can be improved by a proper ordering of the symbols to be detected on the basis of the instantaneous channel state. The evaluation of its performance is beyond the scope of the present paper. It is well-known that a detection with decision feedback suffers from EP, that is, the cancellation of an erroneously detected symbol increases the power of the interfering terms and can cause significant performance degradation [34], [35]. The same phenomenon is present in MIMO receivers employing SIC. In the next subsections, we analyze the performance of the MIMO-MMSE-SIC system based on the generalized receiver for the cases of without EP (NEP) as well as with EP.

#### 5.1 Performance of MIMO-MMSE-SIC System without EP

Equation (33) provides the starting point for evaluating the performance of the MIMO-MMSE-SIC system employing the generalized receiver with arbitrary choice of order in the symbol detection. Without loss of generality, in the following it will be assumed that in the \( i \)-th step we detect the \( i \)-th element \( b_i(k) \) of \( b(k) \). It is easy to show that with SIC the SEP can be derived by using the following:
SEP_{MMSE-SIC} = \frac{1}{N_T} \sum_{i=1}^{N_T} SEP_i \tag{34}

where \( SEP_i \) represents the probability of making an error in the detection of the \( i \)-th symbol. To derive \( SEP_i \) let us define \( z_{[i]}(k) \) as the received vector after the cancellation of the previously detected \((i-1)\) symbols, so that \( z_{[i]}(k) = z(k) \). The index \( k \) is omitted in the rest of the present paper for brevity. In the absence of EP we can write

\[
z_{[2]} = z - \sqrt{E_D} c_{[1]} b_1 + w,
\tag{35}
\]

where \( c_{[1]} \) is the propagation vector corresponding to \( b_1 \). In general

\[
z_{[i]} = z - \sqrt{E_D} C_{[i]} b_{[i]} + w,
\tag{36}
\]

where \( b_{[i]} \) is the vector of the remaining \( N_T - i + 1 \) undetected symbols and \( C_{[i]} \) represents the \( N_R \times (N_T - i + 1) \) channel vectors corresponding to the \((i-1)\) estimated symbols. Equation (36) shows that \( z_{[i]} \) can be thought of as the received vector of the MIMO-MMSE system constructed based on the generalized receiver with \( N_R \) receiving antennas and \( N_T - i + 1 \) transmit antennas. Hence, \( SEP_i \) is equal to \( SEP_{MMSE}(N_R, N_T - i + 1, E_D) / \sigma^2 \) and (34) becomes

\[
SEP_{MMSE-SIC} = \frac{1}{N_T} \sum_{i=1}^{N_T} SEP_{MMSE}(N_R, N_T - i + 1, E_D) / 2 \sigma^2.
\tag{37}
\]

### 5.2 Performance of MIMO-MMSE-SIC System with EP

Note that (34) holds even in the presence of EP, provided that the probabilities \( SEP_i \) take into account the effects of EP. Unfortunately, the definition of the exact expressions for \( SEP_i \) is difficult. Here, we present a simple approach to estimate these probabilities, which are shown to be very accurate in the numerical results section.

By using the total probability theorem, we can write

\[
SEP_i = \sum_{j=0}^{N_T-1} P(error_j | E_j^{(i)}) P(E_j^{(i)}) \tag{38}
\]

where \( N_i = 2^{i-1} \) the mutually exclusive events \( E_j^{(i)} \), with \( P(\cup E_j^{(i)}) = 1 \), regarding the \((i-1)\) previous symbols decisions. \( P(error_j | E_j^{(i)}) \) is the probability of making an error at the detection of the \( i \)-th symbol conditioned on the event \( E_j^{(i)} \). Each event \( E_j^{(i)} \) can be associated with the \((i-1)\) - dimensional vector \( s_j^{(i)} \), with the element \( s_j^{(i)} \) equal to zero if the symbol at the step \( m \) has been correctly detected, one otherwise. For example, \( s_j^{(i)} = [0,1,1,0,\ldots] \) represents the event that the first symbol has been correctly detected, the second has been incorrectly detected, and so on. It is convenient for what follows to assume that \( s_j^{(i)} \) is the \((i-1)\) - dimensional vector containing the binary representation of the number \( j \). To better understand our derivation of \( P(error_j | E_j^{(i)}) \), let us consider a simple example with \( i = 2 \). In this case, we have two sequences \( s_j^{(2)} = [0] \) and \( s_{j_1}^{(2)} = [1] \), associated to the events \( E_{0}^{(2)} \) and \( E_{1}^{(2)} \), respectively. \( P(error_j | E_j^{(2)}) \) represents the error probability for the second symbol conditioned on the event that the first symbol has been correctly detected. Similarly \( P(error_j | E_j^{(2)}) \) represents the error probability for the second symbol conditioned on the event that the first symbol has been erroneously detected. While \( P(error_j | E_j^{(2)}) \) can be easily derived using the results of Section V-A, the evaluation of \( P(error_j | E_j^{(2)}) \) is much more involved. To derive it, let us consider the received vector \( z_{[2]} \)

\[
z_{[2]} = z - \sqrt{E_D} C_{[1]} b_1 + \sqrt{E_D} c_{[1]} b_1 + w = \sqrt{E_D} C_{[2]} b_2 + \sqrt{E_D} c_{[1]} b_1 + w \tag{39}
\]

where \( b_1 \) is the erroneous decision regarding \( b_1 \). The comparison of (35) and (39) shows that the error of the previous symbol results in an additional disturbance, which can cause severe performance degradation. To estimate this effect we approximate the term \( w_{eq} \) as the Gaussian random variable with the zero mean, i.e. \( E[w_{eq}] = 0 \) and

\[
E[w_{eq} w_{eq}^T] = (E_D E [|b_1 - \hat{b}_1|^2] + 2 \sigma^2) I \tag{40}
\]

where expectations are with respect to the thermal noise, symbols, and propagation vectors. It will be apparent in the Section VI that this Gaussian model is adequate for obtaining the SEP performance of MIMO systems. Under the high-SNR regime most of the errors will be such that \( \hat{b}_1 \) is one of the neighboring symbols of \( b_1 \). In this case,

\[
d_{MPSK} = |b_1 - \hat{b}_1|^2 = 4 \sin^2(\pi/M) \tag{41}
\]

and hence

\[
E[w_{eq} w_{eq}^T] = (E_D d_{MPSK} + 2 \sigma^2) I \tag{42}
\]

With these approximations, in \( z_{[2]} \) (39) is equivalent to the received vector of the MIMO-MMSE system based on the generalized detector with \( N_T - 1 \) (since one symbol has been already detected) transmitting antennas each giving an equivalent SNR per receiving antenna equal to
can be derived by using the symbol conditioned on the as
\[ E_d \]
and, therefore
\[ P(error_2 \mid E_{i}^{(2)}) \approx SEP_{MMSE}\left\{ N_R, N_T - (i - 1), \frac{1}{2\nu_0' / E_D + d_{MPSK}} \right\} , \]  
\[ (44) \]

Equation (44) can be generalized for arbitrary \( i \) and \( E_{j}^{(i)} \). In fact, if the detection of the previous \( i - 1 \) symbols has caused \( n \) errors, the received vector \( \mathbf{z}_{[i]} \) becomes
\[ \mathbf{z}_{[i]} = \sqrt{E_D} \mathbf{C}_{[i]} \mathbf{b}_{[i]} + \sqrt{E_D} \sum_{q \in \mathcal{A}_i} \mathbf{c}_q (\mathbf{b}_q - \hat{\mathbf{b}}_q) + \mathbf{w} \]
\[ = \sqrt{E_D} \mathbf{C}_{[i]} \mathbf{b}_{[i]} + \mathbf{w}_{eq} , \]
\[ (45) \]
where \( \mathcal{A}_i \) denotes the set of indexes of the \( n \) erroneously decided symbols. Since the transmitted symbols are statistically independent, we again have
\[ \begin{cases} \mathbb{E}(\mathbf{w}_{eq}) = 0; \\ \mathbb{E}(\mathbf{w}_{eq}^\ast) = (nE_D d_{MPSK} + 2\nu_0') \mathbf{I} . \end{cases} \]
\[ (46) \]

Finally, the term \( P(error_1 \mid E_{i}^{(i)}) \) can be written in the following form
\[ P(error_1 \mid E_{i}^{(i)}) \approx SEP_{MMSE}\left\{ N_R, N_T - (i - 1), \frac{1}{2\nu_0' / E_D + n_j^{-1}d_{MPSK}} \right\} , \]
\[ (47) \]
where \( n_j^m \) indicates the number of ones (wrong symbols) in the first \( m \) positions of the vector \( \mathbf{s}_{j}^{(i)} \).

Now, let us consider the evaluation of \( P(E_{j}^{(i)}) \). This can be written as
\[ P(E_{j}^{(i)}) = P(\cap_{n=1}^{i-1} s_{j,n}^{(i)}) . \]
\[ (48) \]
By using the well-known relation
\[ P(\cap_{n=1}^{i-1} \mathcal{A}_n) = \prod_{n=1}^{N} P(\mathcal{A}_n \mid \cap_{m=1}^{n-1} \mathcal{A}_m) , \]
\[ (49) \]
we obtain
\[ P(\cap_{n=1}^{i-1} s_{j,n}^{(i)}) = \prod_{n=1}^{i-1} P(s_{j,n}^{(i)} \cap_{m=1}^{n-1} s_{j,m}^{(i)}) = P(s_{j,1}^{(i)} \cap_{m=1}^{i-1} s_{j,m}^{(i)} \cdots) \]
\[ P(s_{j,i-1}^{(i)} \cap_{m=1}^{i-1} s_{j,m}^{(i)}) . \]
\[ (50) \]

We now consider the term \( P(s_{j,i-1}^{(i)} \cap_{m=1}^{i-2} s_{j,m}^{(i)}) \). That represents the probability of error \( s_{j,i-1}^{(i)} = 1 \) or a correct decision \( s_{j,i-1}^{(i)} = 0 \) at the detection of the \( (i - 1) \)-th symbol conditioned on the detection of the first \( (i - 2) \) symbols. This problem can be solved by means of the previous model used to evaluate the probability of error \( P(error_1 \mid E_{j}^{(i)}) \)
\[ P(s_{j,i-1}^{(i)}, \cap_{m=1}^{i-2} s_{j,m}^{(i)}) \]
\[ \quad \Rightarrow \left\{ \begin{array}{l} 1 - SEP_{MMSE}\left( N_R, N_T - (i - 2), \frac{1}{2\nu_0' / E_D + n_j^{-2}d_{MPSK}} \right) , \\
\text{if } s_{j,i-1} = 0 ; \\
SEP_{MMSE}\left( N_R, N_T - (i - 2), \frac{1}{2\nu_0' / E_D + n_j^{-2}d_{MPSK}} \right) , \\
\text{if } s_{j,i-1} = 1 . \end{array} \right. \]
\[ (51) \]
The particular structure of (51) allows us to write \( P(E_{j}^{(i)}) \) as the product of conditioned \((i)\) probabilities, each conditioned on the result of the detection of the previous symbols that can be calculated by using an expression similar to (51)
\[ P(E_{j}^{(i)}) \approx \prod_{n=1}^{i-1} \mathcal{P}(N_R, N_T - (n - 1), n_j^{n-1}, s_{j,n}^{(i)}) \]
\[ (52) \]
where
\[ \mathcal{P}(x, y, z, w) \equiv \left\{ \begin{array}{l} 1 - SEP_{MMSE}\left( x, y, \frac{1}{2\nu_0' / E_D + zd_{MPSK}} \right) , \\
\text{if } w = 0 ; \\
SEP_{MMSE}\left( x, y, \frac{1}{2\nu_0' / E_D + zd_{MPSK}} \right) , \\
\text{if } w = 1 . \end{array} \right. \]
\[ (53) \]

The final result of the previous analysis gives the performance of MIMO-MMSE-SIC reception with the following simple expression:
\[ SEP_{MMSE-SIC} = \frac{1}{N_T} \sum_{i=1}^{N_T} \sum_{j=0}^{N_T - (i - 1), n_j^{n-1}, 1} \mathcal{P}(N_R, N_T - (i - 1), n_j^{n-1}, s_{j,n}^{(i)}) \times \prod_{n=1}^{i-1} \mathcal{P}(N_R, N_T - (n - 1), n_j^{n-1}, s_{j,n}^{(i)}) \]
\[ (54) \]
Note that for a given value of \( E_D / 2\nu_0' \) the number of terms \( SEP_{MMSE-SIC} \) to be calculated in (54) depends only on \( N_T \), and it is given by
\[ \sum_{j=1}^{N_T} 0.5N_T (N_T - 1) . \]
\[ (55) \]
The error probability \( SEP_{MMSE-SIC} \) can be derived by using the exact formula (18) together with (19) and (20) or one of the approximate expressions given in [13].
6. Numerical Results

Here we demonstrate the comparison between the MIMO-MMSE and MIMO-MMSE-SIC systems constructed on the basis of the generalized receiver using the analytical expressions obtained in previous sections. The performance is evaluated in terms of SEP plotted as a function of the total SNR per receiving antenna element and spectral efficiency $S_{\text{eff}}$, defined as

$$S_{\text{eff}} = \frac{N_T E_D}{2 N_0};$$

$$S_{\text{eff}}^\text{MIMO-MMSE-SIC} = N_T \times \log_2 M,$$

respectively. To assess the validity of the proposed approximate formulas, the performance of the MIMO-MMSE and MIMO-MMSE-SIC systems constructed on the basis of the generalized receiver is compared with bit-level simulations where over $10^9$ of symbols were generated.

The effect of EP on the performance of the MIMO-MMSE-SIC systems constructed on the basis of the generalized receiver is presented in Fig. 3 at $N_R = 4$, quaternion phase shift keying (QPSK) modulation, and $N_T$ ranging from 2 to 4. Using Fig. 3 we can see that the target SEP is $10^{-3}$ and $N_R = N_T = 4$, the hypothesis of absence of EP gives an optimistic estimate of the required SNR by about 3 dB.

Fig. 4. Performance of MIMO-MMSE and MIMO-MMSE-SIC as a function of SNR for QPSK, $N_R = 4$, and various values of $N_T = 2 \div 4$.

Furthermore, when small values of $N_T$ are considered, the number of cancellation steps decreases and the system is less sensitive to EP. In all subsequent figures, EP is taken into account. As clearly shown in Fig. 4, the MIMO-MMSE-SIC system constructed on the basis of the generalized receiver outperforms the MIMO-MMSE system constructed based on the generalized receiver. Moreover, the results confirm that our analytical results including the effects of EP are in excellent agreement with simulation results.

Fig. 5. Performance of MIMO-MMSE and MIMO-MMSE-SIC as a function of SNR for QPSK, $N_R = 5$, and various values of $N_T = 2 \div 5$. 
Fig. 6. Performance of MIMO-MMSE and MIMO-MMSE-SIC as a function of SNR for QPSK, $N_R = 6$, and various values of $N_T = 2, 4, 6$.

The validity of the proposed model can also be appreciated in Figs. 5 and 6, where the same curves of Fig. 4 are shown but now $N_R$ equal to 5 and 6, and different values of $N_T$ are considered. Note that using a number of receiving antennas larger than the number of transmitting antennas gives a large improvement due to the additional diversity gain available.

Figure 7 demonstrates the SEP as a function of the number of transmitting antennas for $N_R = 6$, QPSK modulation and different values of SNR. The figure clearly shows how, as expected, increasing in $N_T$ degrades the SEP performance. On the other hand, increasing the number of transmit antennas provides an improvement in terms of spectral efficiency. In particular, if we fix the target SEP at $10^{-3}$, we can achieve a spectral efficiency of 8 bit/sec/Hz at $N_T = 4$ for values of SNR equal to 15 dB or higher.

To appreciate the exceptional spectral efficiencies provided by these practical systems, we show in Fig. 8 the spectral efficiency of the MIMO-MMSE-SIC system constructed on the basis of the generalized receiver as a function of SNR for different values of $N_R$ and $N_T$ at the target SEP equal to $10^{-3}$. The curves on Fig. 8, obtained from the analytical expressions developed in the previous sections and including EP, demonstrate that a spectral efficiency of 8 bit/sec/Hz can be achieved at the SNR of about 29 dB with $N_R = 4$ antennas. This value is reduced to about 15 dB at $N_R = 6$.

Finally, Fig. 9 is similar to Fig. 8 but with reference to the bit-error probability (BEP), here approximated as $SEP/\log_2 M$ under the hypothesis of Gray coding [36], for different modulation formats, $N_R = 6$ receiving antennas and the target BEP of $10^{-3}$. Symbols on a given curve indicate the number of transmitting antennas $N_T = 1 + 6$. The crossing of the curves in Fig. 9 shows that for a given value of $S_{eff}$ there is an optimum modulation format with minimum required SNR. If we fix, for instance, $S_{eff} = 16$ bit/sec/Hz, the minimal SNR is achieved with 16-PSK and four transmitting antennas. The other modulation formats require a larger value of SNR or provide the smaller spectral efficiency.
Fig. 8. Spectral efficiency of MIMO-MMSE-SIC as a function of SNR for QPSK and various values of $N_T$ and $N_R$ at the target $SEP$ of $10^{-3}$.

Fig. 9. Spectral efficiency of MIMO-MMSE-SIC as a function of SNR for $N_R = 6$ and various modulation format and $N_T$ at the target $BEP$ of $10^{-3}$.

7. Conclusion

In this paper, we have investigated the performance of high spectral efficiency of the MIMO systems based on the generalized receiver with $M$-PSK signals in a flat Rayleigh-fading environment. We first proposed a methodology to evaluate the $SEP$ for the MIMO systems with the generalized receiver based on the linear MMSE combining. Based on this methodology, we further derived the performance of the MIMO-MMSE system constructed on the basis of the generalized receiver followed by successive interference cancellation (MIMO-MMSE-SIC). We extended this to include the EP effect. Our results are valid for arbitrary number of transmitting and receiving antennas and are confirmed by Monte Carlo simulations.

Appendix I

Equivalence Between Parallel Optimum and Joint Combining

We note that the problem of detecting the $j$-th transmitted symbol in a MIMO system, in which case all others $N_T - 1$ transmitted symbols can be thought of as interferers. Note that all the interfering signals are characterized by a man (over fast fading) received energy per symbol equal to $E_D$. This scenario is equivalent to a multiantenna system with $N_A = N_R$ receiving antennas and $N_I = N_T - 1$ interfering signals, with the mean energy per symbol equal to $E_I = E_D$. It is well known that with optimal combining the weights that maximize the output signal-to-interference-plus-noise ratio ($SINR$) are given

$$g_{OC,j} = \zeta_j R_j^{-1} c_j,$$  \hspace{1cm} (57)

where $\zeta_j$ is the arbitrary constant that does not affect the array output $SINR$. $c_j$ is the propagation vector corresponding to $b_j$, and $R_j$ is the covariance matrix given by

$$R_j = E_D \tilde{R}_j + 2 s N_0 I,$$  \hspace{1cm} (58)

with

$$\tilde{R}_j = C_j C_j^*,$$  \hspace{1cm} (59)

and

$$C_j = \left[ c_1 \ c_2 \ \cdots \ c_{j-1} \ c_{j+1} \ \cdots \ c_{N_T} \right],$$  \hspace{1cm} (60)

where $c_j$ is the column vector. Here we prove that (15) is equivalent to (57) and, therefore, the analytical framework developed in Section IV can be applied to investigate MIMO system with MMSE linear reception.

The $j$-th row of the matrix $G^*$ in (5) that is given by

$$g_j^* = \sqrt{E_D R^{-1}} c_j^*,$$  \hspace{1cm} (61)

if we consider its conjugate transpose, we obtain

$$g_j = \sqrt{E_D R^{-1}} c_j,$$  \hspace{1cm} (62)

where we used the property of the Hermitian matrices $(R^{-1})^* = R^{-1}$. To show that (62) is equivalent to (57) we need to prove the following statement.

Let $D \in M_{m,n}$ and $D_j \in M_{m,n-1}$ be given by

$$D = \begin{pmatrix} d_1 \\ d_2 \\ \cdots \\ d_{n-1} \end{pmatrix},$$  \hspace{1cm} (63)
and
\[
\mathbf{D}_j = \left( \mathbf{d}_1, \mathbf{d}_2, \ldots, \mathbf{d}_{j-1}, \mathbf{d}_{j+1}, \ldots, \mathbf{d}_n \right),
\]
where \( M_{m,n} \) denotes the set of the \((m \times n)\) complex matrices.

Let \( \mathbf{Q} \) and \( \mathbf{Q}_j \) be equal to \( K_1 \mathbf{D}^* + K_2 \mathbf{I} \) and \( K_1 \mathbf{D}_j \mathbf{D}_j^* + K_2 \mathbf{I} \), respectively, with scalars \( K_1 \geq 0 \) and \( K_2 \geq 0 \). Then, the complex vectors \( \mathbf{v}_j = \mathbf{Q}^{-1} \mathbf{d}_j \) and \( \mathbf{s}_j = \mathbf{Q}_j^{-1} \mathbf{d}_j \) are related as \( \mathbf{v}_j = \gamma \mathbf{s}_j \) where
\[
\gamma_j = \frac{1}{1 + K_1 \mathbf{d}_j^T \mathbf{Q}_j^{-1} \mathbf{d}_j},
\]
is a real nonnegative number.

Let us see the proof of this statement. Note that for any given \( \mathbf{D} \), the square matrices \( \mathbf{Q} \) and \( \mathbf{Q}_j \) have the nonzero determinants and, hence, \( \mathbf{Q}^{-1} \) and \( \mathbf{Q}_j^{-1} \) exist. We can relate \( \mathbf{v}_j \) and \( \mathbf{s}_j \) as
\[
\mathbf{v}_j = \mathbf{Q}^{-1} \mathbf{p}_j = \mathbf{Q}^{-1}(\mathbf{s}_j \gamma_j).
\]
Since that
\[
\mathbf{Q} = \mathbf{Q}_j + K_1 \mathbf{d}_j \mathbf{d}_j^T,
\]
we have
\[
\mathbf{v}_j = \mathbf{Q}^{-1}(\mathbf{Q}_j \mathbf{d}_j \mathbf{d}_j^T) \mathbf{s}_j = \mathbf{s}_j - \mathbf{v}_j K_1 \mathbf{d}_j \mathbf{Q}_j^{-1} \mathbf{d}_j,
\]
where we have used that fact that \( \mathbf{v}_j = \mathbf{Q}^{-1} \mathbf{p}_j \) and \( \mathbf{s}_j = \mathbf{Q}_j^{-1} \mathbf{p}_j \) . Therefore,
\[
\mathbf{v}_j = \frac{\mathbf{s}_j}{1 + K_1 \mathbf{d}_j^T \mathbf{Q}_j^{-1} \mathbf{d}_j} = \gamma \mathbf{s}_j
\]
and, hence, the vector \( \mathbf{v}_j \) is proportional to \( \mathbf{s}_j \) . Since \( \mathbf{Q}_j \) is positive definite, \( \mathbf{d}_j^T \mathbf{Q}_j^{-1} \mathbf{d}_j > 0 \) which implies that the proportionality constant \( \gamma_j \) is real positive.

If we now define
\[
\mathbf{D} = \mathbf{C}_j \mathbf{D}_j = \mathbf{C}_j , \ K_1 = E_D , \ K_2 = 2n \mathbf{N}_0 ,
\]
Eq. (62) based on the statement that has been just proved can be written in the following form:
\[
\mathbf{g}_j = \frac{\sqrt{E_D} \mathbf{R}^T \mathbf{J}_j \mathbf{c}_j}{1 + E_D \mathbf{c}_j^T \mathbf{R}^{-1} \mathbf{J}_j \mathbf{c}_j} = \gamma_j \sqrt{E_D} \mathbf{R}^{-1} \mathbf{J}_j \mathbf{c}_j .
\]

Note that (71) is in the form (57). This fact establishes the equivalence between (15) and (57) and, therefore, all the results for optimum combining aiming to maximize the SINR can be used to investigate the MIMO-MMSE system constructed on the basis of the generalized receiver.

### Appendix II

**Distribution of the Unordered Eigenvalues of a Wishart Matrix**

Let us define the \((N_{\min} \times N_{\max})\), with \( N_{\min} \leq N_{\max} \), complex matrix \( \mathbf{A} \), with \( \Sigma = \mathbf{E} \left[ \mathbf{a}_i \mathbf{a}_j^T \right], \forall j \) and \( \mathbf{E} \left[ \mathbf{a}_i \mathbf{a}_j^T \right] = 0 \) for \( i \neq j \), where \( \mathbf{a}_j \) is the \( j \)-th column vector of \( \mathbf{A} \). If the elements of the matrix \( \mathbf{A} \), i.e., \( a_{ij} \) are the complex values with real and imaginary part each belonging to a normal distribution \( N(0,1/2) \), then the Hermitian matrix
\[
\mathbf{A}^* = \mathbf{A}^* \mathbf{A}
\]
is the central Wishart. The distribution of the eigenvalues is studied in [37]. The joint pdf of the real ordered eigenvalues \( \tilde{\lambda}_1 \geq \tilde{\lambda}_2 \geq \cdots \geq \tilde{\lambda}_{N_{\min}} \) takes the form
\[
f_{\tilde{\lambda}}(x_1, \ldots, x_{N_{\min}}) = K | \Sigma |^{-N_{\min}} \cdot \mathcal{F}_0((-\Sigma^{-1}, \mathbf{W})
\]
\[
\times | \mathbf{W} |^{-N_{\min} \cdot N_{\max} \cdot \sum \left( x_i - x_j \right)^2 ,}
\]
where \( K \) is a normalizing constant given by
\[
K = \frac{\pi^{N_{\min} \cdot (N_{\max} - 1)}}{\Gamma(N_{\min}) \cdot \Gamma(N_{\max} - N_{\min})}
\]
with
\[
\tilde{\Gamma}_{N_{\min}}(n) = \pi^{N_{\min} \cdot (N_{\max} - 1)/2} \cdot \prod_{i=1}^{N_{\min} \cdot N_{\max} \cdot \sum} (n - i)! ,
\]
where \( \mathcal{F}_0(\mathbf{A}, \mathbf{B}) \) is known as the hypergeometric function of Hermitian matrix arguments, whose definition is given in [31,(88)] in terms of series involving the zonal polynomials. These polynomials are, in general, very difficult to manage.

In the case of \( \Sigma = \mathbf{I} \), the joint pdf of the real ordered eigenvalues \( \tilde{\lambda}_1 \geq \tilde{\lambda}_2 \geq \cdots \geq \tilde{\lambda}_{N_{\min}} \) of \( \mathbf{A} \) can be written as [31]
\[
f_{\tilde{\lambda}}(x_1, \ldots, x_{N_{\min}}) = K \prod_{n=1}^{N_{\max}} \exp\left( -x_i \right) \cdot \mathcal{F}_0(\mathbf{W})
\]
Denoting \( \mathbf{x} = [x_1, x_2, \ldots, x_{N_{\max}}] \), the pdf in (76) can be written alternatively in terms of the Vandermonde matrix
\[
\mathbf{V}_1(\mathbf{x}) = \{ \mathbf{x}^{i-j} \}_{i=1, \ldots, N_{\max}} .
\]
Since
\[
| \mathbf{V}_1(\mathbf{x}) |^2 = \prod_{i<j}^{N_{\max}} (x_i - x_j)^2 ,
\]
equation (76) becomes
\[
f_{\tilde{\lambda}}(x_1, \ldots, x_{N_{\min}}) = \mathbf{V}_1(\mathbf{x})^T \prod_{n=1}^{N_{\max}} \exp\left( -x_i \right) \mathbf{x}^{N_{\max} - N_{\min}} .
\]
Starting from (79), the joint pdf of the unordered eigenvalues...
of \( \Psi(N_{\text{min}}, N_{\text{max}}) \) is easily written as
\[
\frac{K}{N_{\text{min}}} \left| V_{1}(x) \right|^2 \prod_{n=1}^{N_{\text{max}}} \exp\{-x_{n}\} \lambda_{n}^{N_{\text{max}}-N_{\text{min}}}.
\] (80)
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