An Efficient Error Indicator with Mesh Smoothing for Mesh Refinement: Application to Poisson and Laplace Problems
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Abstract: An efficient mesh refinement method for h-version finite element analysis is presented based on both an a-posteriori error indicator and the geometrical quality of mesh. The first step is to refine the meshes on which the a-posteriori error indicators are relatively higher than the others. The error indicators are obtained by simplifying the computation of error bounds which are obtained by solving elemental Neumann type subproblems with the averaged flux for the consistency of the Neumann problems. The simplification of computation means that the functional space on the mesh uniformly refined with only half size of the coarse mesh is chosen as the test functional space in the elemental residual form of error equations, thus the cost for computing the error indicators is quite low. After refinement, some refined triangles will become poorly shaped or distorted, then the second step is to move the meshes to improve their geometrical quality with Laplacian smoothing algorithm. Two examples are computed to verify this method and the results show that the refined mesh obtained by both the a-posteriori error indicator and mesh smoothing gives the optimal convergence and higher accuracy for the results.
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1 Introduction

The subject of adaptive mesh refinement is as old as finite element method, but now it has the potential to improve the quality of the bounding on the quantity of interest in engineering [1–3]. The main objective of the adaptive mesh refinement is to achieve the optimal rate of convergence and reach the desired accuracy with the minimum degrees of freedom. In h-version finite element analysis, the number of degrees of freedom or elements must reach a larger quantity in order to obtain more accurate results. When the accuracy of analysis results obtained from a coarser mesh does not meet the demand, the mesh has to be refined for obtaining an improved solution with better accuracy.

There are two ways to refine the element mesh, one is uniform, which divides all elements to generate new elements to form a new mesh, another is adaptive, which generates new elements only at the place where error is relatively higher. The computing on uniform mesh will lead to not only huge cost of computing, but also less accurate results, as compared with the adaptive mesh with equivalent number of elements, at the place where intensity may occur. Adaptive mesh refinement strategies provide a good basis to improve the accuracy of solutions. The essential part of adaptive finite element calculations is the estimation of discretization error and the design of refined meshes. The energy norm of error, \( a(e,e) \), which concerns to the derivative of solution, is often chosen to measure the error in usual error estimators. The asymptotically optimal mesh is defined by [4–6] as one in which all error indicators are equal, and the value of the optimal error is stable under perturbations of the optimal mesh. Adaptive refinement involves not only the introduction of new elements where needed, but also be combined with mesh regularization (i.e., the movement of elements) to further improve the quality of the mesh [7–9]. When an error estimator of an element is relatively larger, the element will be divided. There are two basic methods for dividing triangles used in practice: regular division and bisection. To divide a triangle by regular division, one connects the midpoints of the sides of the triangle to obtain four triangles similar to the original. The incompatibilities will arise when only some of the triangles are divided by regular division, the hanging nodes will appear. The method often used for solving the problem of incompatibilities is to connect the hanging node and the opposite vertex to form two elements, like the bisection method that is used to divide triangles.
by connecting a vertex to the midpoint of the opposite side. The bisection method is usually performed to divide the longest edge, this choice is intuitively reasonable since it divides the largest angle. No matter what method, the regular method or the bisection method, is used to refine the mesh, some refined triangles will become poorly shaped or distorted, therefore, some node point adjustment methods such as mesh smoothing are used to improve the geometrical quality of the mesh [10–14].

The commonly used mesh smoothing technique comprises local methods that operate on vertex at a time to improve mesh quality in a neighborhood of that vertex. Some number of sweeps over the adjustable vertices are performed to achieve an overall improvement for the mesh. Local mesh smoothing technique operates using data from the neighborhood of a grid point that is being adjusted. Laplacian smoothing technique is such a method, which moves the free vertex to the geometric center of its incident vertices with an inexpensive cost of computation.

In this paper, we develop an adaptive algorithm based on a simplified a-posteriori error estimation and mesh smoothing. The adaptive refinement procedure includes two steps, one is to refine the mesh by a-posteriori error estimator, another is to move the mesh to improve its geometrical quality. The paper is organized as follows, in Section 2, the basic concepts and the error estimation are introduced; in Section 3, the algebra form of the error estimation in an element is presented; in Section 4, examples are given to illustrate the algorithm; in the last section, the conclusions are drew.

2 A posteriori error estimator

We consider the standard self-adjoint, positive definite, elliptic equation

\[-\nabla(p\nabla u) + qu = f \quad \text{in} \; \Omega,\]

\[u = 0 \quad \text{on} \; \Gamma_D,\]

\[p \frac{\partial u}{\partial n} = g \quad \text{on} \; \Gamma_N,\]

with \(p > 0, \; q \geq 0, \) and \(f \) and \(g \) the given smooth functions in the space \(L^2(\Omega)\). Domain \(\Omega\) is a bounded region in \(\mathbb{R}^2\). The boundary of the region, \(\partial \Omega\), is assumed piecewise smooth and composed of Dirichlet portion \(\Gamma_D\) and Neumann portion \(\Gamma_N\), i.e. \(\partial \Omega = \Gamma_D \cup \Gamma_N\). The weak form of the above equation is: find \(u\) in \(H^1(\Omega)\) such that

\[a(u, v) = (f, v) + \langle g, v \rangle, \quad \forall v \in H^1(\Omega) \quad (1)\]

in which

\[a(u, v) = \int_{\Omega} p\nabla u \cdot \nabla v + quv \, d\Omega,\]

\[(f, v) = \int_{\Omega} fvd\Omega,\]

\[
\langle g, v \rangle = \int_{\Gamma_N} gvd\Gamma.
\]

In order to obtain the approximate solutions of the weak problem, a finite dimensional counterpart of all these variational forms above must be built using the finite element method. Two triangulations of the computational domain \(\Omega\) are considered: the working or coarse \(H\)-mesh, \(\mathcal{H}_H\), consisting of \(K_H\) elements \(T_H\); the “truth” or fine \(h\)-mesh, \(\mathcal{H}_h\), consisting of \(K_h\) elements \(T_h\), and one fine mesh is only in one coarse mesh. To each of these meshes we associate regular piecewise linear continuous finite element subspaces,

\[X_H = \{ v \in V | v|_{T_h} \in P_1(T_H), \; \forall T_h \in \mathcal{H}_H \}; \]

\[X_h = \{ v \in V | v|_{T_h} \in P_1(T_h), \; \forall T_h \in \mathcal{H}_h \},\]

where \(P_1(T)\) denotes the space of linear polynomials over \(T\). As we require that a fine mesh \(T_h\) be only within one coarse element \(T_H\), it is obvious that \(X_H \subset X_h \subset H^1(\Omega)\).

Let \(\mathcal{E}_l\) represent the coarse element edges in the interior of \(\Omega\), here we assume that boundary \(\partial \Omega\) consist of the edges of \(T_H \subset \mathcal{H}_H\). Let \(\mathcal{N}_{T_h}\) denote all neighbor elements sharing common edges \(\partial T_H \) with the coarse element \(T_h\), i.e.

\[\mathcal{N}_{T_h} = \{ T_H' \in \mathcal{H}_H | T_H' \cap T_H = \emptyset \}.\]

Let \(\ell(T_H)\) and \(\ell(T_h)\) denote the set of open edges in the triangulation \(\mathcal{H}_H\) and \(\mathcal{H}_h\), respectively, then according to the above assumption, for coarse mesh we have \(\ell(T_H) = \mathcal{E}_l \cup \Gamma_D \cup \Gamma_N\).

Let \(u_H\) be the solution for the coarse mesh

\[a(u_H, v) = (f, v) + \langle g, v \rangle, \quad \forall v \in X_H \quad (2)\]

and \(u_h\) be the solution for the refined mesh

\[a(u_h, v) = (f, v) + \langle g, v \rangle, \quad \forall v \in X_h \quad (3)\]

then we have the residual

\[R(v) = (f, v) + \langle g, v \rangle - a(u_H, v), \quad \forall v \in X_h, \quad (4)\]

and the error

\[e = u_h - u_H,\]

then according to (2) and (3), we have

\[R(v) = a(e, v).\]
There will be jump between elements, the bilinear form of jump is $j : X_h \times Q_h \to \mathbb{R}$,

\[
j(v, v) = \sum_{\partial T_H \in \partial \mathcal{E}_h} \int_{\partial T_H} Y_{\partial T_H}(v) \hat{v}|_{\partial T_H} d\Gamma,
\]

where $Y_{\partial T_H}(v)$ is the jump in $v$ across $\partial T_H$ when $\partial T_H \in \partial \mathcal{E}_h$. We will use an approximate to the jump of the fluxes on the element edges for constructing the error indicators in this study. There are fluxes on the edges of elements, and the jump of fluxes is

\[
j(v, v)|_{\partial T_H} = \int_{\partial T_H} \frac{1}{2} \left( \frac{\partial u_H}{\partial n} \bigg|_{\partial T_H} + \frac{\partial u_H}{\partial n} \bigg|_{\partial \mathcal{E}_h \cap \partial T_H} \right) v|_{\partial T_H} d\Gamma.
\]

Exactly solving the error that concerns the jump is difficult or impossible, an alternative is to smooth the jump and form an approximate equation for the error on element $T_H$, and to make overall bound on the error of whole finite element model.

Let us define the approximate flux by smoothing the fluxes of two neighbor elements on a common boundary with averaging of the two fluxes, i.e.

\[
\frac{\partial u_H}{\partial n} = \frac{1}{2} \left( \frac{\partial u_H}{\partial n} \bigg|_{\partial T_H} + \frac{\partial u_H}{\partial n} \bigg|_{\partial \mathcal{E}_h \cap \partial T_H} \right),
\]

where $n_{\partial \mathcal{E}_h}$ is the outward normal of the boundary of element $T_H$.

Let $\hat{e} \in X_h$ be an error functional, which satisfies the following equation define on element $T_H \in \mathcal{H}$

\[
a_{T_H}(\hat{e}, v) = \bar{R}_{T_H}(v - \mathcal{J}_H v), \quad \forall v \in X_h
\]

where $\mathcal{J}_H : X_h \to X_h$ is a polynomial interpolation operator, and

\[
\bar{R}_{T_H}(v - \mathcal{J}_H v) = R_{T_H}(v - \mathcal{J}_H v) + \left\langle \frac{\partial u_H}{\partial n_{\partial T_H}}, v - \mathcal{J}_H v \bigg|_{\partial T_H \cap \partial \mathcal{E}_h} \right\rangle
\]

\[
= (f, v - \mathcal{J}_H v)_{T_H} + (g, v - \mathcal{J}_H v)_{\partial T_H \cap \partial \mathcal{E}_h}
\]

\[
- a_{T_H}(u_H, v - \mathcal{J}_H v) + \left\langle \frac{\partial u_H}{\partial n_{\partial T_H}}, v - \mathcal{J}_H v \bigg|_{\partial T_H \cap \partial \mathcal{E}_h} \right\rangle,
\]

Let us examine the consistency of equation (6). If $v = C$ is a constant, then we have $C = \mathcal{J}_H C$, this is because $C$ belongs to both $X_H$ and $X_h$, therefore from equation (7), its right hand side is 0, and then $\bar{R}_{T_H}(v - \mathcal{J}_H v) = 0$ for $v$ being a constant.

Another way to examine the consistent is to use equation (4), because $C$ satisfies $a(u_H, v) = (f, v) + (g, v)$, for all $v \in X_h$, and $a(u_H, v) = (f, v) + (g, v)$, for all $v \in X_H$, so that $a(u_H, C) = (f, C) + (g, C)$, and $a(u_H, C) = (f, C) + (g, C)$. Therefore $a(u_H, C) = a(u_H, C)$, $a(e, C) = a(u_H - u_H, C) = 0$. We can solve $e$ that is in the infinite functional space with an approximate solution $\hat{e}$ in finite functional space, that is $a_{T_H}(\hat{e}, v) = 0$.

Let $e = v$, and sum all elements in $\mathcal{H}$, the following equations are obtained

\[
a(\hat{e}, e) = R(e) + \sum_{T_H \in \mathcal{H}} \left\langle \frac{\partial u_H}{\partial n_{\partial T_H}}, e \bigg|_{\partial T_H \cap \partial \mathcal{E}_h} \right\rangle - R(\mathcal{J}_H e)
\]

\[
- \sum_{T_H \in \mathcal{H}} \left\langle (\mathcal{J}_H e) \frac{\partial u_H}{\partial n_{\partial T_H}}, e \bigg|_{\partial T_H \cap \partial \mathcal{E}_h} \right\rangle,
\]

while

\[
\sum_{T_H \in \mathcal{H}} \left\langle \frac{\partial u_H}{\partial n_{\partial T_H}}, e \bigg|_{\partial T_H \cap \partial \mathcal{E}_h} \right\rangle = 0;
\]

\[
R(\mathcal{J}_H e) = \sum_{T_H \in \mathcal{H}} R_{T_H}(\mathcal{J}_H e) = 0;
\]

\[
\sum_{T_H \in \mathcal{H}} \left\langle (\mathcal{J}_H e) \frac{\partial u_H}{\partial n_{\partial T_H}}, e \bigg|_{\partial T_H \cap \partial \mathcal{E}_h} \right\rangle = 0.
\]

(8) is due to $\sum_{T_H \in \mathcal{H}} \frac{\partial u_H}{\partial n_{\partial T_H}}|_{\partial \mathcal{E}_h} = 0$, this is because on an inner edge of elements $T_H$ and $T_H'$,

\[
\frac{\partial u_H}{\partial n_{\partial T_H}} = - \frac{\partial u_H}{\partial n_{\partial T_H'}}.
\]

(9) is due to $\mathcal{J}_H e \in X_H$, and (10) is for the same reason as (8). Then we have

\[
a(\hat{e}, e) = R(e) = a(e, e).
\]

Because

\[
0 \leq (\hat{e} - e, \hat{e} - e)
\]

\[
= a(\hat{e}, \hat{e}) + a(e, e) - 2a(e, \hat{e})
\]

\[
= a(\hat{e}, \hat{e}) - a(e, e),
\]

then

\[
a(e, e) \leq a(\hat{e}, \hat{e}).
\]

If we use $||u||^2 = a(u, u)$ to express the energy norm of solution, then the above inequality means $||\hat{e}||$ is an upper bound of $||e||$. 
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3 The Calculation of local problems

Let us assume there will be \( n \) finite element nodes on the mesh, and \( \phi_H^i(x,y) \) (for \( i = 1, 2, \ldots, n \)) is the linear basis function corresponding to node \( i \), that satisfies \( \phi_H^i(x,y) = 1 \) at node \( i \), and \( \phi_H^i(x,y) = 0 \) at the others nodes. That means it is one at node \( i \), and on the boundary of the patch formed by the elements that contain node \( i \), it is zero. The basis functions satisfy

\[
\sum_{i=1}^{n} \phi_H^i(x,y) = 1.
\]

The error estimator on each element is used as a criterion for adaptive refining the mesh. We consider each element \( T_H \) as a subproblem to implement the algorithm for the error estimator. Now let the finite element solution of element \( T_H \) be \( \{u_H^1, u_H^2, u_H^3\}^T \), and \( \phi_H^i(x,y) \) be the basis functions corresponding to the nodes \( i = 1, 2, 3 \) of element \( T_H \), respectively, that is

\[
\begin{align*}
\phi_H(x,y) &= \frac{1}{2S_{T_H}} \left[ (y_2 - y_3)x + (x_3 - x_2)y + (x_2y_3 - x_3y_2) \right]; \\
\phi_H^2(x,y) &= \frac{1}{2S_{T_H}} \left[ (y_3 - y_1)x + (x_1 - x_3)y + (x_3y_1 - x_1y_3) \right]; \\
\phi_H^3(x,y) &= \frac{1}{2S_{T_H}} \left[ (y_1 - y_2)x + (x_2 - x_1)y + (x_1y_2 - x_2y_1) \right],
\end{align*}
\]

in which \( S_{T_H} \) is the area of element \( T_H \)

\[
S_{T_H} = \frac{1}{2} \begin{vmatrix} x_1 & y_1 \\ x_2 & y_2 \\ x_3 & y_3 \end{vmatrix}.
\]

The interpolation function of element \( T_H \) based on the basis functions is expressed as

\[
u_H|_{T_h} = \sum_{i=1}^{3} u_H^i \phi_H^i(x,y). \tag{11}
\]

In order to calculate the error estimator which is one higher order than the finite element solution, we will select the middle points on each element edge as the new nodes to generate 4 new fine elements on \( T_H \). Let the basis functions for the new mesh be \( \phi_H^i(x,y), \ldots, \phi_H^6(x,y) \),

\[
\begin{align*}
\phi_H^1 &= \frac{1}{S_{T_H}} \left[ (y_2 - y_3)x + (x_3 - x_2)y + \frac{1}{2}(x_1 + x_2)(y_1 + y_3) - \frac{1}{2}(x_1 + x_3)(y_1 + y_2) \right] \quad \text{on } T_H^1; \\
\phi_H^2 &= \frac{1}{S_{T_H}} \left[ (y_3 - y_1)x + (x_1 - x_3)y + \frac{1}{2}(x_2 + x_3)(y_1 + y_2) - \frac{1}{2}(x_1 + x_2)(y_2 + y_3) \right] \quad \text{on } T_H^2; \\
\phi_H^3 &= \frac{1}{S_{T_H}} \left[ (y_1 - y_2)x + (x_2 - x_1)y + \frac{1}{2}(x_1 + x_3)(y_2 + y_3) - \frac{1}{2}(x_2 + x_3)(y_1 + y_3) \right] \quad \text{on } T_H^3; \\
\phi_H^4 &= \frac{1}{S_{T_H}} \left[ (y_1 - y_2)x + (x_2 - x_1)y + (x_1 + x_2)y_2 - x_2(y_1 + y_2) \right] \quad \text{on } T_H^4; \\
\phi_H^5 &= \frac{1}{S_{T_H}} \left[ (y_3 - y_1)x + (x_1 - x_3)y + x_1(y_1 + y_2) - (x_1 + x_2)y_1 \right] \quad \text{on } T_H^5; \\
\phi_H^6 &= \frac{1}{S_{T_H}} \left[ (y_2 - y_3)x + (x_3 - x_2)y + (x_2 + x_3)y_3 - x_3(y_2 + y_3) \right] \quad \text{on } T_H^6; \\
\end{align*}
\]

They form a basis of the space \( X_h \). In fact we will not really divide the mesh \( T_H \) into four elements in this step. Based on the four "virtual" elements
Define $T^1_h, T^2_h, T^3_h, T^4_h$, the error estimator can be spanned by the basis functions $\phi^1_h(x,y), \cdots, \phi^6_h(x,y)$.

$$ e_{T_h} = \sum_{i=1}^{6} e_{T_i}^i \phi^i_h(x,y) $$

There will be $m$ refined elements and $n$ nodes in the working mesh. Let the basis functions for the refined element space in a working mesh be $\phi^1_h(x,y), \phi^2_h(x,y), \cdots, \phi^6_h(x,y)$, thus the solution function of element $T_t$ can also be spanned by the basis functions of the refined element space, i.e.

$$ u_H = \sum_{i=1}^{n} u_{T_i} |_{T_i} (p^i_h) \phi^i_h(x,y) $$

in which $p^i_h$ is the coordinate of the $i$th node of refined mesh. The function $v$ on the working element $T_t$ is

$$ v = \sum_{j=1}^{6} v_j \phi^j_h(x,y), \quad (13) $$

then on element $T_t$

$$ v - \mathcal{A}_H v = \sum_{j=1}^{n} \phi^j_h(x,y) - \mathcal{A}_H \phi^j_h(x,y) $$

$$ = \sum_{j=1}^{n} v_j \phi^j_h(x,y). \quad \forall v \in X_h \quad (14) $$

Substitute (13) and (14) to (7), we have

$$ \mathbf{A} e_{T_h} = \mathbf{c} $$

and

$$ u_H |_{T_h} = \begin{bmatrix} u^1_H, \cdots, u^6_H \end{bmatrix}^T $$

$$ = \begin{bmatrix} u^1_H, u^2_H, u^3_H, \frac{1}{2} (u^2_H + u^3_H), \frac{1}{2} (u^3_H + u^4_H), \frac{1}{2} (u^4_H + u^5_H) \end{bmatrix}^T $$

in which $\phi^i_h = \phi^i_h - \mathcal{A}_H$ and

$$ \phi^i_h = \begin{bmatrix} \phi^1_h(x,y), \phi^2_h(x,y), \cdots, \phi^6_h(x,y) \end{bmatrix}^T $$

$$ \phi^i_H = \begin{bmatrix} \phi^1_h(x,y), \phi^2_h(x,y), \cdots, \phi^6_h(x,y), 0, 0, 0 \end{bmatrix}^T $$

Then we obtain the error estimator on element $T_H$

$$ \| e_{T_h} \|^2 = e_{T_h}^T \mathbf{A} e_{T_h}. $$

It is well known that in (15) $\mathbf{A}$ is a $6 \times 6$ semi positive definite matrix with rank being 5, no unique solution can be found from solving problem (15). Let’s take the Poisson problem for an example to illustrate how to add condition to make the problem well posed. For Poisson problem $A = \int_{T_h} p \nabla \phi_h(x,y) \nabla \phi^j_h(x,y) d\Omega$. We add the zero mean condition on $e_{T_h}$, i.e. $\int_{T_h} e_{T_h} d\Omega = 0$, the unique solution can be insured [6]. According to (12) we have

$$ e_{T_h}^1 + e_{T_h}^2 + e_{T_h}^3 + 3e_{T_h}^4 + 3e_{T_h}^5 + 3e_{T_h}^6 = 0. $$

Let $h = (1, 1, 1, 3, 3, 3)^T$, adding $h^T e_{T_h} = 0$ to (15) leads to

$$ \mathbf{A} e_{T_h} = \mathbf{c} $$

in which

$$ \mathbf{A} = \begin{bmatrix} A & 1 \\ h^T & 0 \end{bmatrix}, \quad \mathbf{c} = \begin{bmatrix} c \\ 0 \end{bmatrix}. $$

Now there are 7 equations used to determine 6 unknown variables, the unique solution can be obtained.
4 Examples

The first example is a Poisson problem, looking for $u$ satisfying

$$-\nabla^2 u = \sin(16xy),$$

within the domain of a square $\Omega = [0,1] \times [0,1]$, and restricted to the Dirichlet boundary $u = 0$ on $\Gamma_D = AB \cup BC \cup CD \cup CA$. The Fig. 2 shows the initial mesh of the problem [15]. The second example is a Laplace equation, looking for $u$ satisfying

$$-\nabla^2 u = 0,$$

and restricted to the Dirichlet boundary $u = 0$ on $AF$, and the Neumann boundary $\partial u / \partial n = y(1-y)$ on $ED$, refer to the Fig. 3.

![Initial mesh of example 1](image1.png)

Figure 2: Initial mesh of example 1 with 54 nodes and 86 elements.

![Initial mesh of example 2](image2.png)

Figure 3: Initial mesh of example 2 with 48 nodes and 72 elements.

For the mesh smoothing, we use JIGGLEMESH function of MATLAB to do the smoothing in each iteration, each node that is not located on an edge segment is moved toward the center of mass of the polygon formed by the adjacent triangles. The grammar of the function is

$$\text{NP} = \text{jigglemesh}(\text{DP}, \text{DE}, \text{DE}, \text{OPT}, \text{ITER}),$$

in which $\text{NP}$ is the jiggled coordinates of the nodes, $\text{DP}$, $\text{DE}$ and $\text{DE}$ are the non jiggled mesh data. This process is repeated according to the setting of the $\text{OPT}$ and $\text{ITER}$ variables.

Table 1 gives the results of $||u||^2$ with respect to $\text{NoE}$, the number of elements, in the two situations of smoothing and non-smoothing of meshes for example 1. Fig. 4 and Fig. 5 show the adaptive meshes in example 1 with smoothing and non-smoothing in some iterations of computing, respectively. In the captions of the figures, we also give the relative error of the energy norm of solutions, $||e||$, on different meshes.

Table 2 gives the results of $||u||^2$ with respect to $\text{NoE}$, in the two situations of smoothing and non-smoothing of meshes for example 2. Fig. 6 and Fig. 7 show the adaptive meshes in example 2 with smoothing and non-smoothing in some iterations of computing, respectively.
Figure 4: Non smoothed meshes in example 1. (a) 234 nodes, 425 elements, $||e|| = 3.5716\%$; (b) 794 nodes, 1503 elements, $||e|| = 2.5801\%$; (c) 1274 nodes, 2438 elements, $||e|| = 1.8178\%$; (d) 4388 nodes, 8574 elements, $||e|| = 1.1705\%$.

Figure 5: Smoothed meshes in example 1. (a) 208 nodes, 376 elements, $||e|| = 3.4670\%$; (b) 695 nodes, 1310 elements, $||e|| = 2.2250\%$; (c) 2249 nodes, 4356 elements, $||e|| = 1.2605\%$; (d) 5854 nodes, 11470 elements, $||e|| = 0.8163\%$.

Figure 6: Non smoothed meshes in example 2. (a) 279 nodes, 509 elements, $||e|| = 1.6253\%$; (b) 698 nodes, 1318 elements, $||e|| = 1.0879\%$; (c) 1909 nodes, 3691 elements, $||e|| = 0.7095\%$; (d) 4237 nodes, 8286 elements, $||e|| = 0.4204\%$. 
Figure 7: Smoothed meshes in example 2. (a) 285 nodes, 515 elements, \( ||e_r|| = 1.4868\% \); (b) 654 nodes, 1227 elements, \( ||e_r|| = 1.0237\% \); (c) 1952 nodes, 3763 elements, \( ||e_r|| = 0.6038\% \); (d) 4255 nodes, 8315 elements, \( ||e_r|| = 0.3688\% \).

Figure 8: (a) The convergence rate for example 1, \( \log ||e_r||^2 \) vs \( \log N \). (b) The convergence rate for example 2, \( \log ||e_r||^2 \) vs \( \log N \).

iterations of computing, respectively. Fig. 8 shows the convergence rates for the two examples, \( \log ||e_r||^2 \) vs \( \log N \), and \( N \) is the number of DOFs. We can find that they have the same convergence rates for both the smoothed and non-smoothed meshes, but the non-smoothed meshes lead to a higher accuracy of the results.

5 Conclusions

An efficient mesh adaptive method is presented in this paper, compared with the other mesh refined methods, this method has some advantages. Firstly, this is an error indicator based on elemental computing, and it needs only to calculate the error between the coarse mesh and the regular refined mesh with 6 elements, thus the analytical equations can be obtained for the error indicator of each element. Secondly, the well-posedness of the resulting equation for error indicators is insured, due to the mapping between the coarse elements. Thirdly, the implementation of the method is very simple, because the algebra equation has been derived, it is not a hard work to program the matrices computing with Matlab. Fourthly, it is very efficient, because on each element, we only need to solve a low dimensional algebra equation. At last, the examples show the method stable and efficient, and the smoothed mesh also increases the accuracy of results.
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