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Abstract:  One of the important tasks of interpolation is the good selection of interpolation nodes. As is well 
known, the roots of the Chebyshev polynomial are optimal ones for interpolation with algebraic polynomials on 
the interval [-1,1]. Nevertheless, there are still some difficulties in constructing the grid of nodes when the 
number of points tend to infinity. Here we offer the formula for constructing the interpolation nodes for a 
rapidly increasing function or decreasing function. The formula takes into account the local behavior of the 
function on the previous three grid nodes, and it is based on the interpolation by local quadratic polynomial 
splines. Particular attention is paid to the interpolation of functions on radial-ring grids. 
 
Key-Words: polynomial splines, non-polynomial splines, tensor product, approximation, adaptive grid of nodes 
 
1 Introduction 
As it is known, the approximation of functions of 
several variables are widely used in solving various 
problems. Such approximations can be used for: 
increasing the efficiency of information transfer 
systems;  image processing;  reducing the data 
within the table, etc. [1-10]. One of the important 
tasks of interpolation is good selection of 
interpolation nodes. To approximate fast-growing 
functions, often a uniform grid of nodes is not 
enough and it is necessary to use a special adaptive 
grid. Therefore, constructing an adaptive mesh of 
nodes that takes into account the behavior of the 
function is of considerable interest.  
   The construction of an adaptive grid of nodes was 
considered by many authors, for example [11-16]. 
As is well known, the nodes of the Chebyshev 
polynomials are optimal ones for interpolation by 
algebraic interpolating polynomials on the 
interval [−1,1]. The zeros of the Chebyshev 
polynomials are often used in solving various 
problems related to the interpolation problem (see 
[17-23]).  

    N.Brisebarre, S.-I.Filip, G.Hanrot, (see [24]) 
introduce a fast and efficient method, based on the 
computation of good nodes for polynomial 
interpolation and Euclidean lattice basis reduction. 

     In [25] the use of Chebyshev nodes with the 
Newton interpolation is advocated as the most 
efficient numerical interpolation method in terms of 
approximation accuracy and computational effort. 
However, the authors show numerically that the 
approximation quality obtained by the Newton 

interpolation with Fast Leja (FL) points is 
competitive in the use of  Chebyshev nodes, even 
for extremely high degree of interpolation. This is 
an experimental account of the analytic result that 
the limited distribution of FL points and  Chebyshev 
nodes is the same when letting the number of points 
go to infinity. The Fast Leja construction is easy to 
perform and allows us to add interpolation nodes on 
the fly in contrast to the use of  Chebyshev nodes. 
Their study suggests that the Newton interpolation 
with FL points is currently the most efficient 
numerical technique for polynomial interpolation.  

The use of classical interpolation polynomials 
often does not give a satisfactory result [5, 8-10].  
The use of local approximations in solving such 
problems is much more preferable. Local 
polynomial and non-polynomial approximations, 
which are used here were considered earlier by the 
authors in papers [26-34].  

This paper proposes a formula for constructing 
the interpolation nodes of a rapidly increasing 
function. In the second section we consider a 
construction of an adaptive grid of nodes. The 
formula for constructing an adaptive grid of nodes 
takes into account the local behavior of the function 
of the three previous grid intervals, and is based on 
interpolation by local quadratic polynomial splines. 
The approximation of the function on this grid is 
compared with the approximation, which is 
constructed on a grid built by the using the roots of 
the Chebyshev polynomials and with the 
approximation, which is constructed on a uniform 
grid. Here we also consider the approximation by 

WSEAS TRANSACTIONS on MATHEMATICS I. G. Burova, E. F. Muzafarova, D. E. Zhilin

E-ISSN: 2224-2880 340 Volume 17, 2018



local rational splines. In the third section we 
consider approximation of functions of two 
variables on a radial-circular grid. 

 
 

2 Approximation on a line 
Let 𝑚𝑚, 𝑟𝑟, 𝑟𝑟1  be natural numbers, such that  𝑞𝑞 + 𝑞𝑞1 =
𝑚𝑚 + 1, 𝑎𝑎, 𝑏𝑏  real numbers such as 𝑞𝑞 ≥ 1,𝑞𝑞1 ≥
1,𝑎𝑎 > 𝑏𝑏.   Let 𝑥𝑥𝑗𝑗  be a sequence of distinct points, 
𝑎𝑎 = 𝑥𝑥0 < ⋯ < 𝑥𝑥𝑗𝑗−1 < 𝑥𝑥𝑗𝑗  < 𝑥𝑥𝑗𝑗+1 < . . . < 𝑥𝑥𝑛𝑛 = 𝑏𝑏. 
Suppose 𝑓𝑓(𝑥𝑥) is a function such that 𝑓𝑓∈𝐶𝐶𝑚𝑚+1[𝑎𝑎, 𝑏𝑏],  
and it is given in nodes 𝑥𝑥𝑗𝑗 . 
 
 
2.1 Polynomial approximation 
We construct approximation 𝑓𝑓 (𝑥𝑥) of the function 
𝑓𝑓(𝑥𝑥) with local splines separately on every 
�𝑥𝑥𝑗𝑗 , 𝑥𝑥𝑗𝑗+1�  in the following form: 

𝑓𝑓(𝑥𝑥) = � 𝑓𝑓(𝑥𝑥𝑠𝑠 ) 
𝑗𝑗+𝑞𝑞1

𝑠𝑠=𝑗𝑗−𝑞𝑞+1

𝜔𝜔𝑠𝑠(𝑥𝑥), 𝑥𝑥 ∈ �𝑥𝑥𝑗𝑗 , 𝑥𝑥𝑗𝑗+1�, 

where 𝜔𝜔𝑠𝑠(𝑥𝑥)we obtain as a solution of the system of 
equations: 

𝑓𝑓(𝑥𝑥) = 𝑓𝑓(𝑥𝑥), 𝑓𝑓(𝑥𝑥) = 1,𝑥𝑥, … , 𝑥𝑥𝑚𝑚 . 
It can be shown, that 𝜔𝜔𝑗𝑗 (𝑥𝑥), 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝜔𝜔𝑗𝑗 =

�𝑥𝑥𝑗𝑗−𝑞𝑞1,𝑥𝑥𝑗𝑗+𝑞𝑞�, can be written in the form: 
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)(ω , 𝑥𝑥 ∈ [𝑥𝑥𝑘𝑘 ,𝑥𝑥𝑘𝑘+1],         (1) 

𝑘𝑘 = 𝑗𝑗 − 𝑞𝑞1, … , 𝑗𝑗 + 𝑞𝑞 − 1, 

𝜔𝜔𝑗𝑗 (𝑥𝑥) = 0,                    𝑥𝑥 ∉ �𝑥𝑥𝑗𝑗−𝑞𝑞1,𝑥𝑥𝑗𝑗+𝑞𝑞�. 

Approximation 𝑓𝑓(𝑥𝑥) where basic splines have 
form (1) are called Lagrangian type approximations 
or splines of the Lagrangian type, and  basic splines 
(1) are called basic splines of the Lagrangian type. 
Let   ℎ = 𝑏𝑏−𝑎𝑎

𝑛𝑛
. It was proved by Prof. Yu. 

Demyanovich that the following theorem is valid: 
 
   Theorem. Let 𝑓𝑓 ∈ 𝐶𝐶𝑚𝑚+1[𝑎𝑎. 𝑏𝑏], 𝑥𝑥 ∈ �𝑥𝑥𝑗𝑗 ,𝑥𝑥𝑗𝑗+1�. 

ℎ = 𝑐𝑐𝑐𝑐𝑛𝑛𝑠𝑠𝑐𝑐. There  is such a constant  𝐾𝐾 > 0,  that 
the following inequality for approximations with 
splines of the Lagrangian type  is true: 

�𝑓𝑓(𝑥𝑥) − 𝑓𝑓(𝑥𝑥)� ≤ 𝐾𝐾ℎ𝑚𝑚+1 ∥ 𝑓𝑓(𝑚𝑚+1) ∥�𝑥𝑥𝑗𝑗−𝑞𝑞+1,   𝑥𝑥𝑗𝑗+𝑞𝑞1�
. 

 
Next, we compare the results of applying local 

polynomial splines of Lagrangian type and non-
polynomial rational splines, investigated in earlier 

papers by Prof. I.G. Burova for approximating  
functions. In the following two examples, the 
constants K are given for 𝑚𝑚 = 2 and various ways 
of specifying the supports of basic splines. 

Example 1a. Suppose 𝑚𝑚 = 2, 𝑞𝑞1 = 2, 𝑞𝑞 = 1. 
Suppose 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠  𝜔𝜔𝑗𝑗 = �𝑥𝑥𝑗𝑗−2,𝑥𝑥𝑗𝑗+1�. Knowing 𝑓𝑓�𝑥𝑥𝑗𝑗 �, 
𝑓𝑓�𝑥𝑥𝑗𝑗+1�, 𝑓𝑓�𝑥𝑥𝑗𝑗+2�, we construct an approximation of 
the function  𝑓𝑓(𝑥𝑥), 𝑥𝑥 ∈ �𝑥𝑥𝑗𝑗 ,𝑥𝑥𝑗𝑗+1�, in the form: 

.)()()()()()(=)(~
2211 xxfxxfxxfxf jjjjjj ++++ ++ ωωω  (2) 

When the grid of nodes is non-uniform, the basic 
spline  𝜔𝜔𝑗𝑗 (𝑥𝑥) is the following: 
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and    𝜔𝜔𝑗𝑗 (𝑥𝑥) = 0,𝑥𝑥 ∉ �𝑥𝑥𝑗𝑗−2,𝑥𝑥𝑗𝑗+1�. 

The error of the approximation of function 𝑓𝑓(𝑥𝑥), 

with spline 𝑓𝑓(𝑥𝑥), 𝑥𝑥 ∈ �𝑥𝑥𝑗𝑗 , 𝑥𝑥𝑗𝑗+1�, obtained with  (2), 
will be the following:  
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Example 1b. Suppose 𝑚𝑚 = 2, 𝑞𝑞1 = 1, 𝑞𝑞 = 2. 

Suppose 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠  𝜔𝜔𝑗𝑗 = �𝑥𝑥𝑗𝑗−1,𝑥𝑥𝑗𝑗+2�. Knowing 
𝑓𝑓�𝑥𝑥𝑗𝑗−1�, 𝑓𝑓�𝑥𝑥𝑗𝑗 �, 𝑓𝑓�𝑥𝑥𝑗𝑗+1�, we construct an 
approximation of the function  𝑓𝑓(𝑥𝑥), 𝑥𝑥 ∈ �𝑥𝑥𝑗𝑗 , 𝑥𝑥𝑗𝑗+1�, 
in the form: 

.)()()()()()(=)(~
1111 xxfxxfxxfxf jjjjjj ++−− ++ ωωω

(3) 

When the grid of nodes is non-uniform the 
basic spline  𝜔𝜔𝑗𝑗 (𝑥𝑥) is the following: 
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and  𝜔𝜔𝑗𝑗 (𝑥𝑥) = 0, 𝑥𝑥 ∉ �𝑥𝑥𝑗𝑗−1, 𝑥𝑥𝑗𝑗+2�. 
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The error of the approximation of function 𝑓𝑓(𝑥𝑥), 

with spline 𝑓𝑓(𝑥𝑥),   𝑥𝑥 ∈ �𝑥𝑥𝑗𝑗 , 𝑥𝑥𝑗𝑗+1�, obtained with 
(3), will be the following: 
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Example 2. Suppose 𝑚𝑚 = 1, 𝑞𝑞1 = 1, 𝑞𝑞 = 1.  

Suppose 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠  𝜔𝜔𝑗𝑗 = �𝑥𝑥𝑗𝑗 , 𝑥𝑥𝑗𝑗+1�. Knowing 𝑓𝑓�𝑥𝑥𝑗𝑗−1�, 
𝑓𝑓�𝑥𝑥𝑗𝑗 �, 𝑓𝑓�𝑥𝑥𝑗𝑗+1�, we construct an approximation of 
the function  𝑓𝑓(𝑥𝑥), 𝑥𝑥 ∈ �𝑥𝑥𝑗𝑗 , 𝑥𝑥𝑗𝑗+1�, in the form: 

.)()()()(=)(~
11 xxfxxfxf jjjj +++ ωω           (4) 

When the grid of nodes is non-uniform the basic 
spline  𝜔𝜔𝑗𝑗 (𝑥𝑥) is the following: 
 

𝜔𝜔𝑗𝑗 (𝑥𝑥) =

⎩
⎨

⎧
𝑥𝑥 − 𝑥𝑥𝑗𝑗+1

𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑗𝑗+1
, 𝑥𝑥 ∈ [𝑥𝑥𝑗𝑗 , 𝑥𝑥𝑗𝑗+1]

𝑥𝑥 − 𝑥𝑥𝑗𝑗−1

𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑗𝑗−1
, 𝑥𝑥 ∈ [𝑥𝑥𝑗𝑗−1,𝑥𝑥𝑗𝑗 ]

� 

and  𝜔𝜔𝑗𝑗 (𝑥𝑥) = 0, 𝑥𝑥 ∉ �𝑥𝑥𝑗𝑗−1, 𝑥𝑥𝑗𝑗+1�. 
The error of the approximation of function 𝑓𝑓(𝑥𝑥), 

with spline 𝑓𝑓(𝑥𝑥), 𝑥𝑥 ∈ �𝑥𝑥𝑗𝑗 , 𝑥𝑥𝑗𝑗+1�, obtained with (4), 
will be the following: 
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2.2 Nonpolynomial approximation 
Suppose 𝜑𝜑0(𝑥𝑥), … ,𝜑𝜑𝑚𝑚 (𝑥𝑥)  is the Chebyshev 
system. We construct approximation 𝑓𝑓 (𝑥𝑥) of 
the function 𝑓𝑓(𝑥𝑥) with local splines separately 
on every �𝑥𝑥𝑗𝑗 , 𝑥𝑥𝑗𝑗+1�  in the following form: 

𝑓𝑓(𝑥𝑥) = � 𝑓𝑓(𝑥𝑥𝑠𝑠 ) 
𝑗𝑗+𝑞𝑞1

𝑠𝑠=𝑗𝑗−𝑞𝑞+1

𝜔𝜔𝑠𝑠(𝑥𝑥), 𝑥𝑥 ∈ �𝑥𝑥𝑗𝑗 , 𝑥𝑥𝑗𝑗+1�, 

where 𝜔𝜔𝑠𝑠(𝑥𝑥) we obtain as a solution of the 
system of equations:  

𝑓𝑓(𝑥𝑥) = 𝑓𝑓(𝑥𝑥), 𝑓𝑓(𝑥𝑥) = 𝜑𝜑0(𝑥𝑥), … ,𝜑𝜑𝑚𝑚 (𝑥𝑥). 

Example 3.  We construct approximation 𝑓𝑓 (𝑥𝑥) of 
the function 𝑓𝑓(𝑥𝑥) with local splines separately on 
every �𝑥𝑥𝑗𝑗 , 𝑥𝑥𝑗𝑗+1�  in the following form: 

𝑓𝑓(𝑥𝑥) = ∑ 𝑓𝑓�𝑥𝑥𝑗𝑗+𝑠𝑠�𝜔𝜔𝑗𝑗+𝑠𝑠(𝑥𝑥)𝑠𝑠=0,1,2 , 𝑥𝑥 ∈ �𝑥𝑥𝑗𝑗 , 𝑥𝑥𝑗𝑗+1�(5), 

where 𝜔𝜔𝑠𝑠(𝑥𝑥) we obtain as a solution of the system 
of equations: 

𝑓𝑓(𝑥𝑥) = 𝑓𝑓(𝑥𝑥), 𝑓𝑓(𝑥𝑥) = 1,   𝑥𝑥,  
1
𝑥𝑥

. 

We obtain: 

𝜔𝜔𝑗𝑗 (𝑥𝑥) =
𝑥𝑥𝑗𝑗  (𝑥𝑥 − 𝑥𝑥𝑗𝑗+2)(𝑥𝑥 − 𝑥𝑥𝑗𝑗+1)
𝑥𝑥 (𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑗𝑗+2)(𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑗𝑗+1)

, 

𝜔𝜔𝑗𝑗+1(𝑥𝑥) = −
𝑥𝑥𝑗𝑗+1�𝑥𝑥 − 𝑥𝑥𝑗𝑗+2��𝑥𝑥 − 𝑥𝑥𝑗𝑗 �

�−𝑥𝑥𝑗𝑗+2 + 𝑥𝑥𝑗𝑗+1��𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑗𝑗+1�𝑥𝑥
 , 

𝜔𝜔𝑗𝑗+3(𝑥𝑥) =
𝑥𝑥𝑗𝑗+2�𝑥𝑥 − 𝑥𝑥𝑗𝑗+1��𝑥𝑥 − 𝑥𝑥𝑗𝑗 �

�−𝑥𝑥𝑗𝑗+2 + 𝑥𝑥𝑗𝑗+1��𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑗𝑗+2�𝑥𝑥
.  

For 𝑥𝑥 = 𝑥𝑥𝑗𝑗 + 𝑐𝑐ℎ𝑗𝑗 , 𝑥𝑥 ∈ �𝑥𝑥𝑗𝑗 ,𝑥𝑥𝑗𝑗+1� we get: 

𝜔𝜔𝑗𝑗 �𝑥𝑥𝑗𝑗 + 𝑐𝑐ℎ𝑗𝑗 � =
𝑥𝑥𝑗𝑗 �𝑥𝑥𝑗𝑗 + 𝑐𝑐ℎ𝑗𝑗 − 𝑥𝑥𝑗𝑗+2�(𝑥𝑥𝑗𝑗 + 𝑐𝑐ℎ𝑗𝑗 − 𝑥𝑥𝑗𝑗+1)
�𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑗𝑗+2��𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑗𝑗+1��𝑥𝑥𝑗𝑗 + 𝑐𝑐ℎ𝑗𝑗 �

 , 

𝜔𝜔𝑗𝑗+1�𝑥𝑥𝑗𝑗 + 𝑐𝑐ℎ𝑗𝑗 � =
−𝑥𝑥𝑗𝑗+1�𝑥𝑥𝑗𝑗 + 𝑐𝑐ℎ𝑗𝑗 − 𝑥𝑥𝑗𝑗+2�𝑐𝑐ℎ𝑗𝑗

�𝑥𝑥𝑗𝑗+1 − 𝑥𝑥𝑗𝑗+2��𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑗𝑗+1��𝑥𝑥𝑗𝑗 + 𝑐𝑐ℎ𝑗𝑗 �
, 

𝜔𝜔𝑗𝑗+2�𝑥𝑥𝑗𝑗 + 𝑐𝑐ℎ𝑗𝑗 � =
𝑥𝑥𝑗𝑗+2 �𝑥𝑥𝑗𝑗 + 𝑐𝑐ℎ𝑗𝑗 − 𝑥𝑥𝑗𝑗+1�𝑐𝑐ℎ𝑗𝑗

�𝑥𝑥𝑗𝑗+1 − 𝑥𝑥𝑗𝑗+2��𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑗𝑗+2��𝑥𝑥𝑗𝑗 + 𝑐𝑐ℎ𝑗𝑗 �
. 

It is not difficult to prove the following Lemma (in 
[31] the proof is given for a more general case). 

Lemma. Let 𝑓𝑓 ∈ 𝐶𝐶3[𝑎𝑎, 𝑏𝑏], 𝑥𝑥 ∈ �𝑥𝑥𝑗𝑗 , 𝑥𝑥𝑗𝑗+1�, ℎ =
𝑐𝑐𝑐𝑐𝑛𝑛𝑠𝑠𝑐𝑐. There is a constant  𝐾𝐾 > 0 , such that the 
following inequality for approximations of type (5) 
is true: 

�𝑓𝑓(𝑥𝑥) − 𝑓𝑓(𝑥𝑥)� ≤ 𝐾𝐾ℎ3 max
[𝑥𝑥𝑗𝑗 ,𝑥𝑥𝑗𝑗+2]

|𝑥𝑥𝑓𝑓(3)(𝑥𝑥) + 3𝑓𝑓(2)(𝑥𝑥)|⁡ 

 
2.3 Adaptive set of nodes construction 
Now our aim is to construct an adaptive set of 
nodes. Here we continue to solve the problem using 
the results from paper [29]. Using (3) we obtain for 

]1,[ +∈ jxjxx : 

𝜔𝜔𝑗𝑗 (𝑥𝑥) = �𝑥𝑥−𝑥𝑥𝑗𝑗−1��𝑥𝑥− 𝑥𝑥𝑗𝑗+1�
�𝑥𝑥𝑗𝑗− 𝑥𝑥𝑗𝑗−1�� 𝑥𝑥𝑗𝑗− 𝑥𝑥𝑗𝑗+1�

, 

𝜔𝜔𝑗𝑗+1(𝑥𝑥) = �𝑥𝑥− 𝑥𝑥𝑗𝑗 ��𝑥𝑥− 𝑥𝑥𝑗𝑗−1�
� 𝑥𝑥𝑗𝑗+1− 𝑥𝑥𝑗𝑗 �� 𝑥𝑥𝑗𝑗+1− 𝑥𝑥𝑗𝑗−1�

 , 

𝜔𝜔𝑗𝑗−1(𝑥𝑥) = �𝑥𝑥− 𝑥𝑥𝑗𝑗 ��𝑥𝑥− 𝑥𝑥𝑗𝑗+1�
� 𝑥𝑥𝑗𝑗−1− 𝑥𝑥𝑗𝑗 �� 𝑥𝑥𝑗𝑗−1− 𝑥𝑥𝑗𝑗+1�

 . 

Thus, for the first derivative  we obtain: 

𝜔𝜔′
𝑗𝑗 (𝑥𝑥) =

�𝑥𝑥− 𝑥𝑥𝑗𝑗+1�+�𝑥𝑥− 𝑥𝑥𝑗𝑗−1�
� 𝑥𝑥𝑗𝑗− 𝑥𝑥𝑗𝑗−1�� 𝑥𝑥𝑗𝑗− 𝑥𝑥𝑗𝑗+1�

 , 

𝜔𝜔′𝑗𝑗+1(𝑥𝑥) =
�𝑥𝑥− 𝑥𝑥𝑗𝑗−1�+�𝑥𝑥− 𝑥𝑥𝑗𝑗 �

� 𝑥𝑥𝑗𝑗+1− 𝑥𝑥𝑗𝑗 �� 𝑥𝑥𝑗𝑗+1− 𝑥𝑥𝑗𝑗−1�
, 

𝜔𝜔′𝑗𝑗−1(𝑥𝑥) =
�𝑥𝑥− 𝑥𝑥𝑗𝑗+1�+�𝑥𝑥− 𝑥𝑥𝑗𝑗 �

� 𝑥𝑥𝑗𝑗−1− 𝑥𝑥𝑗𝑗 �� 𝑥𝑥𝑗𝑗−1− 𝑥𝑥𝑗𝑗+1�
. 

Using the notation 
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𝑃𝑃𝑗𝑗 (𝑥𝑥) = 𝑓𝑓�𝑥𝑥𝑗𝑗−1�𝜔𝜔′
𝑗𝑗−1(𝑥𝑥) + 𝑓𝑓�𝑥𝑥𝑗𝑗 �𝜔𝜔′

𝑗𝑗 (𝑥𝑥) +
𝑓𝑓�𝑥𝑥𝑗𝑗+1�𝜔𝜔′

𝑗𝑗+1(𝑥𝑥)  

from the following equation, where 𝑆𝑆 is a real 
number, we obtain the next node  𝑥𝑥𝑗𝑗+1: 

��1 + 𝑃𝑃𝑗𝑗−1
2(𝑥𝑥𝑗𝑗 ) + �1 + 𝑃𝑃𝑗𝑗 2(𝑥𝑥𝑗𝑗+1)�

�𝑥𝑥𝑗𝑗+1 − 𝑥𝑥𝑗𝑗 �
2

= 𝑆𝑆.                                                                             (6) 

Formula (6) gives the rule for constructing an 
adaptive grid of nodes{𝑥𝑥𝑗𝑗 }. It is easy to see that (6) 
is obtained as a consequence of the formula: 

∫ �1 + (𝑓𝑓′(𝑥𝑥))2𝑥𝑥𝑗𝑗+1
𝑥𝑥𝑗𝑗

𝑑𝑑𝑥𝑥 = 𝑆𝑆,                (7) 

used in [29] for the construction of a non-uniform 
grid. Formula (6) does not contain derivatives and 
integrals, therefore it is easier to use than (7). We 
denote: 

𝐹𝐹�𝑍𝑍, 𝑥𝑥𝑗𝑗 , 𝑥𝑥𝑗𝑗−1,𝑥𝑥𝑗𝑗−2� = 𝑍𝑍−𝑥𝑥𝑗𝑗
2

��1 + 𝐵𝐵𝑗𝑗2 +

+�1 + 𝐶𝐶𝑗𝑗2� − 𝑆𝑆, 

where: 
𝐵𝐵𝑗𝑗 = 𝑓𝑓𝑗𝑗−2 

𝑎𝑎𝑗𝑗
𝑏𝑏𝑗𝑗    𝑐𝑐𝑗𝑗

− 𝑓𝑓𝑗𝑗−1 
𝑏𝑏𝑗𝑗

𝑎𝑎𝑗𝑗    𝑐𝑐𝑗𝑗
+ 𝑓𝑓𝑗𝑗  �

1
𝑎𝑎𝑗𝑗

+ 1
𝑏𝑏𝑗𝑗
�, 

𝐶𝐶𝑗𝑗 = 𝑓𝑓𝑗𝑗−1 
𝑍𝑍 − 𝑥𝑥𝑗𝑗

�𝑍𝑍 − 𝑥𝑥𝑗𝑗−1 �𝑎𝑎𝑗𝑗
− 𝑓𝑓𝑗𝑗  

𝑍𝑍 − 𝑥𝑥𝑗𝑗−1

�𝑍𝑍 − 𝑥𝑥𝑗𝑗  �𝑎𝑎𝑗𝑗
+ 

   𝑓𝑓(𝑍𝑍)�
1

𝑍𝑍 − 𝑥𝑥𝑗𝑗−1 
+

1
𝑍𝑍 − 𝑥𝑥𝑗𝑗  

�, 

𝑎𝑎𝑗𝑗 = 𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑗𝑗−1,  𝑏𝑏𝑗𝑗 = 𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑗𝑗−2,     𝑐𝑐𝑗𝑗 = 𝑥𝑥𝑗𝑗−1 − 𝑥𝑥𝑗𝑗−2. 

Equation (6) equals to the following: 

𝐹𝐹�𝑍𝑍, 𝑥𝑥𝑗𝑗 , 𝑥𝑥𝑗𝑗−1,𝑥𝑥𝑗𝑗−2� = 0.                     (8) 

Solving this equation with respect to Z, we put 
𝑥𝑥𝑗𝑗+1 = 𝑍𝑍.  To solve the nonlinear equation (8) we 
can apply Newton`s method: 

𝑥𝑥𝑗𝑗+1 = 𝑥𝑥𝑗𝑗 −
𝐹𝐹(𝑥𝑥𝑗𝑗 ,𝑥𝑥𝑗𝑗−1,𝑥𝑥𝑗𝑗−2)
𝐹𝐹′ �𝑥𝑥𝑗𝑗 ,𝑥𝑥𝑗𝑗−1,𝑥𝑥𝑗𝑗−2�

 . 

For the local convergence of Newton’s method we 
can use the following theorem (see [35], p.234). 

Theorem. Let 𝛼𝛼 be a simple root of the equation 
𝐹𝐹(𝑧𝑧) = 0 and let 𝐼𝐼𝜀𝜀 = {𝑧𝑧 ∈ ℝ ∶ |𝑧𝑧 − 𝛼𝛼| ≤ 𝜀𝜀}.  
Assume that 𝐹𝐹 ∈ 𝐶𝐶2[𝐼𝐼𝜀𝜀]. 

Define 𝑀𝑀(𝜀𝜀) = max𝑠𝑠,𝑐𝑐∈𝐼𝐼𝜀𝜀 �
𝐹𝐹′′ (𝑠𝑠)
2𝐹𝐹′(𝑐𝑐)

�. If 𝜀𝜀 is so small 
that  2𝜀𝜀𝑀𝑀(𝜀𝜀) < 1, then for every  𝑧𝑧0 ∈ 𝐼𝐼𝜀𝜀 , Newton’s 
method is well defined and converges quadratically 
to the only root 𝛼𝛼 ∈ 𝐼𝐼𝜀𝜀 . 

It is more convenient for us to apply the Newton 
method of convergence in the form proposed by 
Kantorovich (see [36]). 

Let 𝑧𝑧1 be such that 
𝑧𝑧1 = 𝑧𝑧0 −

𝐹𝐹(𝑧𝑧0)
𝐹𝐹′ (𝑧𝑧0). 

 Kantorovich’s Theorem: Let 𝑧𝑧0 be a simple root 
of the equation 𝐹𝐹(𝑧𝑧) = 0 and  |𝑧𝑧1 − 𝑧𝑧0|≤𝜂𝜂0, 
|[𝐹𝐹′(𝑧𝑧0)]−1| ≤ 𝐵𝐵0, |𝐹𝐹′′ (𝑧𝑧)| ≤ 𝐾𝐾 in some closed ball 
𝑈𝑈(𝑧𝑧0, 𝑟𝑟). If ℎ0 = 𝐵𝐵0𝜂𝜂0𝐾𝐾 ≤ 1

2
  then  the Newton 

sequence starting from 𝑧𝑧0 will converge to a 
solution 𝑧𝑧∗ of 𝐹𝐹(𝑧𝑧) = 0 which exists in 𝑈𝑈(𝑧𝑧0, 𝑟𝑟), 

provided 𝑟𝑟 ≥ 𝑟𝑟0 = 1−�1−2ℎ0
ℎ0

𝜂𝜂0. 
Let the function 𝑓𝑓(𝑥𝑥) monotonically increase. Тo 

calculate the next node 𝑥𝑥𝑗𝑗+1 by the formula (6), we 
need 𝑥𝑥𝑗𝑗 , 𝑥𝑥𝑗𝑗−1, 𝑥𝑥𝑗𝑗−2, such that 𝑥𝑥𝑗𝑗  > 𝑥𝑥𝑗𝑗−1 > 𝑥𝑥𝑗𝑗−2. As 
an initial approximation of 𝑧𝑧0 to determine the root 
of the equation (8) by the Newton method, we can 
take the point 𝑧𝑧0 = 𝑥𝑥𝑗𝑗 +  (𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑗𝑗−1)/2. With the 
help of the Kolmogorov Theorem, one can control 
the process of finding the root by the Newton 
method. During the calculations we can control the 
error of the approximation on every interval 
[𝑥𝑥𝑗𝑗 , 𝑥𝑥𝑗𝑗+1].  

In the following examples we compare the errors 
of approximation obtained using the Chebyshev 
nodes, the errors of approximation obtained using 
the equidistant set of nodes and the errors of 
approximation obtained using nodes from (6). 

Example 4.  Let us construct a grid of nodes for 
𝑓𝑓(𝑥𝑥) = 𝑥𝑥11/2,𝑥𝑥 ∈ [0,1]. In our example  𝑆𝑆 = 0.1. 
Using (6) we get the sequence of nodes represented 
in the second column. In fact, if we calculate the 
roots of the Chebyshev polynomial of degree 34 on 
the interval [-1, 1] and take only non-negative ones, 
then we obtain a set of  the Chebyshev nodes 
represented in the third column of Table 1. 

 
Table 1. Set of the Chebyshev nodes and nodes (6) 

𝑥𝑥𝑗𝑗  Nodes (6) Chebyshev nodes 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

0 
0.09223 
0.1922 
0.2922 
0.3921 
0.4910 
0.5851 
0.6675 
0.7339 
0.7867 
0.8294 
0.8652 
0.8958 

0 
0.09223 
0.1837 
0.2737 
0.3612 
0.4457 
0.5264 
0.6026 
0.6737 
0.7390 
0.7980 
0.8502 
0.8951 

WSEAS TRANSACTIONS on MATHEMATICS I. G. Burova, E. F. Muzafarova, D. E. Zhilin

E-ISSN: 2224-2880 343 Volume 17, 2018



13 
14 
15 
16 

0.9227 
0.9466 
0.9682 
0.9879 

0.9324 
0.9618 
0.9829 
0.9957 

  We obtain the error of approximation of function 
𝑓𝑓(𝑥𝑥) = 𝑥𝑥11/2 with splines (2) using the nodes 
calculated with formula (6): 

max[0,1]�𝑓𝑓(𝑥𝑥) − 𝑓𝑓(𝑥𝑥)� ≤ 0.00105. 
 

If the Chebyshev nodes are chosen, we get: 
 

max[0,1]�𝑓𝑓(𝑥𝑥) − 𝑓𝑓(𝑥𝑥)� ≤ 0.000676. 

For comparison we calculate the error of 
approximation of function (𝑥𝑥) = 𝑥𝑥11/2, with splines 
(2) for a uniform grid on [0,1] with ℎ = 0.0625. We 
obtain: 
 

max[0,1]�𝑓𝑓(𝑥𝑥) − 𝑓𝑓(𝑥𝑥)� ≤ 0.00154. 

Fig. 1 shows the plot of approximation of function 
𝑓𝑓(𝑥𝑥) = 𝑥𝑥11/2, Fig. 2, 3 show graphs of the error of 
approximation of  this function for a non-uniform 
and uniform grids. Fig. 4 shows the graph of the 
error of approximation of this function using the 
Chebyshev set of nodes. 

 

 
Fig.1 Plot of the function  𝑓𝑓(𝑥𝑥) = 𝑥𝑥11/2. 

 
Fig.2 Plot of the error of approximation of function 

𝑓𝑓(𝑥𝑥) = 𝑥𝑥11/2 with splines (2) using (6). 

Example 4 shows that for the function 𝑥𝑥11/2 the 
error of approximation obtained with Chebyshev 
nodes is less compared to the error of approximation 
obtained using an equidistant set of nodes or a set of 
nodes obtained from (6). 

 
Fig.3 Plot of the error of approximation of function 

𝑓𝑓(𝑥𝑥) = 𝑥𝑥11/2 with splines (2) using the equidistant set of 
nodes. 

 
Fig.4 Plot of the error of approximation of function 

𝑓𝑓(𝑥𝑥) = 𝑥𝑥11/2 with splines (2) using the Chebyshev set of 
nodes. 

Example 5.  Let us construct a grid of nodes for 
𝑓𝑓(𝑥𝑥) = 1

𝑥𝑥+1
, 𝑥𝑥 ∈ [0,1]. In our example  𝑆𝑆 = 0.1. 

Using (6) we get the sequence of nodes represented 
in the second column. If we calculate the roots of 
the Chebyshev polynomial of degree 34 on the 
interval 
 [-1,1] and take only non-negative ones, then we 
obtain a set. The first 11 of them are represented in 
the right column of Table 2. 

We obtain the error of approximation of function 
𝑓𝑓(𝑥𝑥) = 1

𝑥𝑥+1
  using the nodes calculated by formula 

(6): 
max[0,1]�𝑓𝑓(𝑥𝑥) − 𝑓𝑓(𝑥𝑥)� ≤ 0.000206. 
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For comparison, we note that for a uniform grid 
with ℎ = 0.0625 we obtain the error of 
approximation of the function : 

max[0,1]�𝑓𝑓(𝑥𝑥) − 𝑓𝑓(𝑥𝑥)� ≤ 0.000076. 
If the Chebyshev nodes are chosen, we get: 

max[0,1]�𝑓𝑓(𝑥𝑥) − 𝑓𝑓(𝑥𝑥)� ≤ 0.000224. 
 

Table 2 Set of the Chebyshev nodes and nodes (6) 

𝑥𝑥𝑗𝑗  Nodes (6) Chebyshev nodes 

0 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 

0 
0.0922 
0.1709 
0.2535 
0.3394 
0.4280 
0.5188 
0.6113 
0.7053 
0.8003 
0.8963 
0.9930 

0 
0.0922 
0.1837 
0.2737 
0.3612 
0.4457 
0.5264 
0.6026 
0.6737 
0.7390 
0.7980 
0.8502 

Fig. 5 shows the plot of the approximation of 
function 𝑓𝑓(𝑥𝑥) = 1

𝑥𝑥+1
, 𝑥𝑥 ∈ [0,1]. Fig. 6-8 show 

graphs of the error of approximation of this function 
for non-uniform and uniform grids. Thus, for the 
function, the smallest in absolute value error of 
approximation is found using a uniform grid, and 
the greatest in absolute value error of approximation 
is found using the Chebyshev set of nodes. 

 

Fig.5 Plot of function 𝑓𝑓(𝑥𝑥) = 1
𝑥𝑥+1

. 

.  

Fig.6. Plot of the error of approximation of function 
𝑓𝑓(𝑥𝑥) = 1

𝑥𝑥+1
 with splines (2) using (6). 

 
Fig.7 Plot of the error of approximation of function 

𝑓𝑓(𝑥𝑥) = 1
𝑥𝑥+1

 with splines (2) using the equidistant set of 
nodes. 

 
Fig.8 Plot of the error of approximation of function 

𝑓𝑓(𝑥𝑥) = 1
𝑥𝑥+1

 with splines (2) using the Chebyshev set of 
nodes. 

Example 6. Let us construct a grid of nodes for 
𝑓𝑓(𝑥𝑥) = 1

1−𝑥𝑥
, 𝑥𝑥 ∈ [0,1]. In our example  𝑆𝑆 = 0.1, 

𝑛𝑛 = 65,ℎ0 = 0.0826. Using (6) we get the 
sequence of nodes.  Fig. 9 shows the plot of 
approximation of the function 𝑓𝑓(𝑥𝑥), Fig. 10 shows 
the graphs of the error of approximation of this 
function with splines (5) using (6). Thus, for the 
function, the smallest in absolute value error of 
approximation we receive using the grid constructed 
with splines (5) using (6). 
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Fig.9 Plot of approximation of function 𝑓𝑓(𝑥𝑥) = 1
1−𝑥𝑥

 
with splines (5) using (6). 

 
Fig.10 Plot of the error of approximation of function 

𝑓𝑓(𝑥𝑥) = 1
1−𝑥𝑥

 with splines (5) using (6). 

Fig. 11 shows the graphs of the approximation of 
this function with splines (2) using roots of the 
Chebyshev polynomials, 2𝑛𝑛 = 38. Fig. 12 shows 
graph of the error of approximation of the function 
obtained using the Chebyshev set of nodes. The 
greatest error of approximation gives the grid 
constructed using the Chebyshev set of nodes. 

 

 

Fig.11 Plot of approximation of function 𝑓𝑓(𝑥𝑥) = 1
1−𝑥𝑥

 
with splines (2) using the Chebyshev set of nodes. 

 

 
Fig.12 Plot of the error of approximation of function 
𝑓𝑓(𝑥𝑥) = 1

1−𝑥𝑥
 with  the Chebyshev set of nodes, 
  𝑥𝑥 ∈ [0, 0.91], 𝑛𝑛 = 19. 

 

 

 
Fig.13 Plot of the error of approximation of function 

𝑓𝑓(𝑥𝑥) = 1
1−𝑥𝑥

 with splines (2) using the equidistant set of 
nodes, ℎ = 0.05, 𝑥𝑥 ∈ [0, 0.9]. 

 
 

3 Approximation of functions of two     
variables in a circle 
In this section we consider the application of the 
construction of the non-uniform grid for 
interpolating a function of two variables in a circle 
𝐷𝐷. Suppose the function 𝑠𝑠(𝜌𝜌,𝜑𝜑) depends on two 
variables: one is of the radial variable 𝜌𝜌 and another 
is of the angular variable 𝜑𝜑. Let 𝑚𝑚,  𝑛𝑛1, 𝑛𝑛2, 𝑟𝑟,  𝑟𝑟1  be 
natural numbers, such that 𝑟𝑟 + 𝑟𝑟1 = 𝑚𝑚 + 1. We 
consider the approximation of the function 𝑠𝑠 in the 
circle. Let 𝑥𝑥𝑗𝑗 ,𝑦𝑦𝑘𝑘  be sequences of distinct points:  

0 = 𝑟𝑟0 < ⋯ < 𝑟𝑟𝑗𝑗−1 < 𝑟𝑟𝑗𝑗  < 𝑟𝑟𝑗𝑗+1 < . . . < 𝑟𝑟𝑛𝑛1 = 1, 

0 = 𝜑𝜑0 < ⋯ < 𝜑𝜑𝑗𝑗−1 < 𝜑𝜑𝑗𝑗  < 𝜑𝜑𝑗𝑗+1 < . . . < 𝜑𝜑𝑛𝑛2 == 2𝜋𝜋. 
We construct the approximation to the function 
separately in each elementary segment 𝑆𝑆𝑗𝑗 ,𝑘𝑘  bounded 
by two arcs and two line segments using the tensor 
product of one-dimensional spline approximations 
𝑠𝑠�(𝜌𝜌,𝜑𝜑) = �𝑠𝑠�𝑟𝑟𝑠𝑠 ,𝜑𝜑𝑞𝑞�

𝑠𝑠,𝑞𝑞

𝜔𝜔𝑠𝑠(𝜌𝜌)𝜔𝜔𝑞𝑞(𝜑𝜑),  (𝜌𝜌,𝜑𝜑) ∈ 𝑆𝑆𝑗𝑗 ,𝑘𝑘 , 

We will compare the approximations constructed on 
a uniform grid with the step ℎ =  0.1 along the 
radial variable and on the approximations 
constructed non-uniformly condensed grid of nodes  
with ten interpolation points (𝑛𝑛1 = 𝑛𝑛2 = 10). 

If we use piecewise linear splines, then the 
approximation ),(~

1 ϕρu  of function ),( ϕρu  can be 

constructed separately in each elementary segment 
kjS ,  as follows:  

 (9) 
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where  
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If we use piecewise quadratic splines, then the 
approximation ),(~

2
ϕρu  of function ),( ϕρu  can 

be constructed separately in each elementary 
segment kjS ,  as follows: 
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               (10) 

where  

𝜔𝜔𝑗𝑗 (𝜌𝜌) = �𝜌𝜌−𝑟𝑟𝑗𝑗−1��𝜌𝜌− 𝑟𝑟𝑗𝑗+1�
�𝑟𝑟𝑗𝑗− 𝑟𝑟𝑗𝑗−1�� 𝑟𝑟𝑗𝑗− 𝑟𝑟𝑗𝑗+1�

, 

𝜔𝜔𝑗𝑗+1(𝜌𝜌) = �𝜌𝜌− 𝑟𝑟𝑗𝑗 ��𝜌𝜌− 𝑟𝑟𝑗𝑗−1�
� 𝑟𝑟𝑗𝑗+1− 𝑟𝑟𝑗𝑗 �� 𝑟𝑟𝑗𝑗+1− 𝑟𝑟𝑗𝑗−1�

 , 

                   𝜔𝜔𝑗𝑗−1(𝜌𝜌) = �𝜌𝜌− 𝑟𝑟𝑗𝑗 ��𝜌𝜌− 𝑟𝑟𝑗𝑗+1�
� 𝑟𝑟𝑗𝑗−1− 𝑟𝑟𝑗𝑗 �� 𝑟𝑟𝑗𝑗−1− 𝑟𝑟𝑗𝑗+1�

, 

and 
𝜔𝜔𝑘𝑘(𝜑𝜑) = (𝜑𝜑−𝜑𝜑𝑘𝑘−1)(𝜑𝜑− 𝜑𝜑𝑘𝑘+1)

(𝜑𝜑𝑘𝑘− 𝜑𝜑𝑘𝑘−1)( 𝜑𝜑𝑘𝑘− 𝜑𝜑𝑘𝑘+1), 

𝜔𝜔𝑘𝑘+1(𝜑𝜑) = (𝜑𝜑− 𝜑𝜑𝑘𝑘)(𝜑𝜑− 𝜑𝜑𝑘𝑘−1)
( 𝜑𝜑𝑘𝑘+1− 𝜑𝜑𝑘𝑘)( 𝜑𝜑𝑘𝑘+1− 𝜑𝜑𝑘𝑘−1) , 

 

 𝜔𝜔𝑘𝑘−1(𝜑𝜑) =
(𝜑𝜑 −  𝜑𝜑𝑘𝑘)(𝜑𝜑 −  𝜑𝜑𝑘𝑘+1)

( 𝜑𝜑𝑘𝑘−1 −  𝜑𝜑𝑘𝑘)(𝜑𝜑𝑘𝑘−1 −  𝜑𝜑𝑘𝑘+1) 

 
Example 7. Let us take function 𝑠𝑠(𝜌𝜌,𝜑𝜑) = 𝜌𝜌11/2 

and build 11 grid points along the radius applying 
formula (5):  𝑟𝑟0 = 0, 𝑟𝑟1 = 0.25,  𝑟𝑟2 = 0.41,  𝑟𝑟3 =
0.565, 𝑟𝑟4 = 0.694, 𝑟𝑟5 = 0.786, 𝑟𝑟6 = 0.851, 
𝑟𝑟7 = 0.9, 𝑟𝑟8 = 0.94, 𝑟𝑟9 = 0.976, 𝑟𝑟10 = 1.0, 𝑟𝑟11 =
1.03. For applying formula (8) we need one extra 
point 𝑟𝑟11.  Also we take 11 equidistant grid points 
along the border of the circle 𝐷𝐷. Now we can 
construct the set of nodes inside the circle in a 
known way.  

In case of approximation the function   
𝑠𝑠(𝜌𝜌,𝜑𝜑) = 1

1+25𝜌𝜌2  we choose the nodes of 
interpolation: 𝑟𝑟0 = 0, 𝑟𝑟1 = 0.06,  𝑟𝑟2 = 0.11, 𝑟𝑟3 =
0.16, 𝑟𝑟4 = 0.22, 𝑟𝑟5 = 0.2, 𝑟𝑟6 = 0.40, 𝑟𝑟7 = 0.54, 
𝑟𝑟8 = 0.69, 𝑟𝑟9 = 0.85, 𝑟𝑟10 = 1.01, 𝑟𝑟11 = 1.09. 

Note that formula (9) in error uses the second 
derivative, and formula (10) uses the third derivative 
of the approximated function (see Examples 1 and 
2). 
The maximum of theoretical errors for  
𝑠𝑠(𝜌𝜌,𝜑𝜑) = 1

1+25𝜌𝜌2 are presented in Table 3 to control 
the errors of the approximation on the calculated 
intervals  [𝒓𝒓𝒋𝒋, 𝒓𝒓𝒋𝒋+𝟏𝟏]. 

 
Table 3. The maximum  in absolute value of the 

theoretical errors of the approximations (9) and (10) for 
1

1+25𝜌𝜌2 over the calculated intervals 

     Interval 
[𝑟𝑟𝑗𝑗 , 𝑟𝑟𝑗𝑗+1] 

approximation 
(9) 

approximation 
(10) 

[𝑟𝑟0, 𝑟𝑟1] 0.013 0.0080 
[𝑟𝑟1, 𝑟𝑟2] 0.00065 0.0047 
[𝑟𝑟2, 𝑟𝑟3] 0.0033 0.0047 
[𝑟𝑟3, 𝑟𝑟4] 0.0056 0.0055 
[𝑟𝑟4, 𝑟𝑟5] 0.0075 0.0011 
[𝑟𝑟5, 𝑟𝑟6] 0.013 0.0024 
[𝑟𝑟6, 𝑟𝑟7] 0.011 0.0020 
[𝑟𝑟7, 𝑟𝑟8] 0.0051 0.00088 
[𝑟𝑟8, 𝑟𝑟9] 0.0012 0.00043 
[𝑟𝑟9, 𝑟𝑟10] 0.00016 0.00020 

Table 4 shows the approximation errors in absolute 
values of the function 𝑠𝑠(𝜌𝜌,𝜑𝜑) = 𝜌𝜌11/2 and other 
functions 𝑠𝑠(𝜌𝜌,𝜑𝜑). Approximations were constructed 
using the values of the function on the nodes of a 
uniform grid and the values of the function on the 
nodes of the adaptive grid constructed with formula 
(6) and using formulae (9) and (10). 

Table 4. The errors of approximation 
 max𝜌𝜌 ,𝜑𝜑∊𝐷𝐷|𝑠𝑠�1 − 𝑠𝑠|    and  max𝜌𝜌 ,𝜑𝜑∊𝐷𝐷 |𝑠𝑠�2 − 𝑠𝑠| 

𝑠𝑠(𝜌𝜌,𝜑𝜑) max𝜌𝜌 ,𝜑𝜑 |𝑠𝑠�1 − 𝑠𝑠| 
using (9) 

max𝜌𝜌 ,𝜑𝜑 |𝑠𝑠�2 − 𝑠𝑠| 
using (10) 

ℎ = 0.1 Formula  
(6) 

ℎ = 0.1 Formula  
(6) 

𝜌𝜌11/2𝜑𝜑2 1.52 0.42 0.27 0.16 

1
1 + 25𝜌𝜌2 

0.0136 0.00963 0.0225 0.00485 

𝜑𝜑
1 + 25𝜌𝜌2 0.26 0.12 0.15 0.035 

cos⁡(𝜑𝜑)
1 + 25𝜌𝜌2 

0.056 0.034 0.0225 0.015 
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We construct surfaces using the MAPLE package 
with  pointplot3d command and the option coords = 
cylindrical. Points forming graphs are calculated by 
the formulae (9) and (10). Fig.14, 15 show the 
approximations of the function cos(𝜑𝜑) /(1 + 25𝜌𝜌2) 
constructed with formulae (9) and (10) and 
equidistant set of nodes. Fig.16 shows the error of 
the approximation of the function cos(𝜑𝜑) /(1 +
25𝜌𝜌2) constructed with formulae (10) and 
equidistant set of nodes. Fig.17 shows the error of 
the approximation of the function 𝜑𝜑/(1 + 25𝜌𝜌2) 
constructed with formula (10) and  set of nodes (6).  
Fig.17 shows the error of the approximation of the 
function  
𝜑𝜑/(1 + 25𝜌𝜌2) constructed with formulae (10) and  
set of nodes (6). 

 

 
Fig.14 The approximation of  

 cos(𝜑𝜑) /(1 + 25𝜌𝜌2) constructed with formula (9) and 
equidistant set of nodes (ℎ = 0.1). 

 
Fig.15 The approximation of the function 

 cos(𝜑𝜑) /(1 + 25𝜌𝜌2) constructed with formula (10) and 
equidistant set of nodes (ℎ = 0.1). 

 
Fig.16 The error of the approximation of cos(𝜑𝜑) /(1 +

25𝜌𝜌2) constructed with formula (9) and equidistant set of 
nodes (ℎ = 0.1). 

  
Fig.17 The error of the approximation of cos(𝜑𝜑) /(1 +

25𝜌𝜌2) constructed with formula (10) and set of nodes (6). 

 
Fig.18 The approximation of 𝜑𝜑/(1 + 25𝜌𝜌2) constructed 

with formula (10) and set of nodes (6). 
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Fig.19 The error of the approximation of 𝜑𝜑/(1 + 25𝜌𝜌2) 

constructed with formula (10) and set of nodes (6). 

4  Conclusion 
 The approximation based on a uniform grid of 
nodes does not always give a satisfactory result. The 
use of non-uniform grids opens great opportunities 
for increasing accuracy without increasing the 
number of nodes if there is preliminary information 
about the behavior of a solution to the problem. For 
the values of an argument, where it the behavior of 
the function which changes rapidly, the chosen step 
of the table should be smaller in contrast to the 
values of the argument where the function changes 
more slowly. Various approaches to the construction 
of an uneven mesh are known. The most well 
known and commonly used method is the use of 
nodes of the Chebyshev polynomial as interpolation 
nodes. The approximation on a grid of nodes 
constructed with the help of the roots of the 
Chebyshev polynomials is often (but not always) 
much more useful. The main limitation is often that 
this grid of nodes is difficult to continue without 
changing the previous nodes. The grid of nodes (6) 
in many cases gives a good result. It is easy to build 
and can be continued. The method of constructing 
an adaptive grid proposed in this article can be 
applied to two-dimensional and multidimensional 
cases. In the following papers we will look in more 
detail at the theoretical aspects of constructing this 
grid. The approximation by local rational splines in 
a number of cases gives a much  better 
approximation. In the following papers some more 
complicated local splines and grids similar to those 
constructed in this paper will be  examined in the 
region of a plane. 
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