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Abstract: - Price change on stock market is very important indicator for investors. In this paper, six Canadian banks’ daily stock market price changes are classified by seven data mining algorithms using Weka. Thirty-seven years of data from 1980 to 2017 obtained from NASDAQ for six Canadian banks with 21 independent variables and one dependent variable, price, are used to classify the daily stock price changes. The numerical data, daily price changes, are converted to nominal data as “up”, “down” and “same” observing the daily price changes according to previous day closing price. To determine which method makes the better classification, all methods run separately for each bank. Then to test the reliability of the techniques, each technique run and compared the original 2018 data. It is seen that, among the seven methods, individually and overall J48 classifies the stock price changes well. Moreover, the results show that J48 algorithm is a promising alternative to the conventional methods for financial prediction.
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1 Introduction

Today’s life, researchers, practitioners deal with the big data or databases in different fields. To extract information, implicit pattern or knowledge from large data or databases mostly data mining (DM) techniques are used. DM attempts to formulate, analyze and implement basic induction processes that help extract meaningful information and knowledge from unstructured data. DM that aims to reveal valuable information from the overwhelming volume of data and achieve better strategic management and customer satisfaction is the process of using statistical, mathematical, artificial intelligence, and machine learning techniques to extract and identify useful information and knowledge assembled from large databases [1]. DM can be used in different disciplines, such as engineering [2, 3], finance [4], business, banking [5, 6], medicine [7-9], science [10] and social science [11].

DM tasks to uncover the different patterns to perform the analysis include characterization, discrimination, association analysis, classification, regression, cluster analysis, outlier analysis and evaluation analysis [12]. Classification is one of the widely used DM method to extract information from various high-dimensional data sets. which is a work of assessing a data object to include it in a certain class of available classes [13]. The classification includes the following algorithms, K-Nearest Neighbor (K-NN), Bayes, Bayes Net (BN), Navie Bayes (NB), Logistic regression (LR), Simple regression, Decision Tree (DT), J48, Random Forest (RF), Random Tree (RT), Rough Sets (RS), Fuzzy (F), Fuzzy Rough (FR), Fuzzy Rough-NN (FR-NN), Genetic Programming (GP), Associative Classification (AC), Artificial Neural Network (NN) and Support Vector Machine (VM) [14].

GP has been applied in various fields of knowledge, such as pattern recognition, the utilization of the GP [20], DM, function regression, decision rule generation, time series forecasting, etc [21, 22]. GA has been widely employed on time series prediction problems, such as those illustrated in [21, 22]. GP has been also applied to financial time series prediction [23-25]. GP was used for the daily prediction of the exchange rate [23, 25]. Logistic regression (LR) is another popular linear classifier [14]. LR measures the relationship
between a response variable and independent variables, such as linear regression, LR classifies an observation into one of two classes, and this algorithm analysis can be used when the variables are nominal or binary. LR has been applied in a variety of areas, including the insurance sector [18] and loan performance [26]. Classification trees are not only used in the fields of probability and statistics, but also broadly used in applied fields, such as medicine, computer science, psychology, botany. Graphically displayed results help to the researchers to understand and interpret the results easily. RT, J48, RF, DT are some of the classification tree techniques. For example, RF was used to estimate residential property prices [11] in social sciences. On the other hand, in medicine, Protein datasets were used to calculate the performance of RF, RT, NB and J48 techniques [27] whereas K-NN, J48, NN, NB and VM classification techniques were used to diagnose Chronic Kidney Disease [7]. Besides, in computer science, to identify the operating system processes, DT based learning approach was used [2].

Classification of the price changes in stock markets has been a major interest of researchers and practitioners for many years. Many methods, including LR, cluster analysis, rough sets, fuzzy rough, fuzzy, GP algorithms, and several other techniques, have been used for the classification of price changes [13]. In this paper, seven classification techniques are used to classify the daily stock market closing price change of six Canadian banks: LR, FR-NN, GA, NB, BN, J48 and RF. To perform the analysis, Weka software is used as a tool. Weka allows the user to analyze the data from various perspectives and angles, in order to derive meaningful relationships. In this paper, to determine the best technique for current datasets seven techniques are compared with respect to accuracies, kappa statistics and confusion matrix using Weka 3.7.2 and 3.9.3 tools.

The remainder of this paper is organized as follows. After briefly discussing the classification techniques in Section 2, the purpose and methodology are presented in Section 3. Then finding are discussed in Section 4, and conclusion will be given in Section 5.

2 Classification Algorithms

Classification is one of the important DM method, which uses mathematical and statistical techniques. Classification is a data mining function that assigns items in a collection to target categories or classes. The main objective of classification is to accurately predict the target class for each data [28]. There are various DM methods to classify the data. They mainly differ in the statistical assumptions made of the data and type of algorithms needed to construct the classifier [3]. In this section, seven classification algorithms are briefly explained. All methods predict the dependent variable by the independent variables.

2.1 Logistic regression (LR)

The LR is a statistical model and a predictive analysis like all regression analyses. LR is applied only when the dependent variable is binary. [14]. LR is a classification algorithm used to assign observations to a discrete set of classes. In cases when categorical results such as successful-unsuccessful, ill-not ill, good-fair-bad are obtained especially as a result of evaluation of data, the logistic regression is a rather suitable statistical method. The logistic regression establishes very useful functional relation with independent variables (it may be cross sectional, continuous and categorical) in case the dependent variable is a categorical variable depended on two situations (it may be more). In this way, it gives opportunity for the categorical classification by using the regression analysis structure [18].

2.2 Fuzzy Rough-NN (FR-NN)

A FRS is a generalization of a rough set, derived from the approximation of a fuzzy set in a crisp approximation space of FRS [29]. The focus is to define lower and upper approximation of the set after the original data set is partitioned into 10 subsets. One of them is retained as testing data and the remaining 9 subsets are used. FRS is used to analyze fuzzy membership degree of moving objects’ predicted position and its k + m nearest neighbor to get more accurate k-nearest neighbor [30]. Jensen and Cornelis extended kNN Fuzzy rough nearest neighbor algorithm (FRS-NN) by using a single test object’s nearest neighbors to construct the fuzzy upper and lower approximations for each decision class [31]. The approach offers many ways in which to construct the fuzzy upper approximations [32, 33].

2.3 Genetic Programming Algorithms (GP)

GP is one of the DM methods widely used for prediction and optimization problems [25]. These algorithms encode a potential solution to a specific problem on a simple chromosome like data structure and apply recombination operators to these structures to preserve the critical information [34]. The steps of operations of GP Algorithm are: (1)-
initialize the population, (2) calculate fitness for each chromosome in the population, (3) reproduce selected chromosomes to form a new population, (4) perform crossover and mutation on the population, and (5) loop to second step until some condition is met. The fitness value is proportional to the performance measurement of the function being optimized [34]. In this algorithm, each individual encodes two logical rules which are formed by the attributes that survived after feature selection and the logical operators AND, OR and XOR. Primenta, found that this encoding scheme is very interesting, because it makes the implementation of crossover and mutation operators straightforward [25]. Since all nodes are logical, any node operation replacement operation leads to a valid solution.

2.4 J48 Classifier (J48)
J48 is a popular machine learning algorithm based upon J.R. Quilan C4.5 algorithm. All data are of the categorical type and therefore continuous data will not be examined at this stage. The algorithm will however leave room for adaption to include this capability. The algorithm was tested against C4.5 for verification purposes [35]. The J48 algorithm can classify the data with decision tree method has its advantages can process numerical data (continuous) and discrete, can deal with missing attribute values, generates rules easier to interpret, and the fastest of algorithms that use main memory in computer [36].

2.5 Random Forest (RF)
This algorithm is built upon decision tree algorithm. It contains within itself some instances processed decision tree [37], otherwise this is a "forest" that contains some "trees"[38]. RF corresponds to a collection of combined DT {hk(x,Tk)}, where k = 1,2,...,L where L is number the tree and Tk is the training set built at random and identically distributed, hk represents the tree created from the vector Tk and is responsible for producing an output x. DT are tools that use divide-and-conquer strategies as a form of learning by induction [39]. Thus, this tool uses a tree representation, which helps in pattern classification in data sets, being hierarchically structured in a set of interconnected nodes. The internal nodes test an input attribute feature in relation to a decision constant and, this way, determine what will be the next descending node. Therefore, the nodes considered as leaves classify the instances that reach them according to the associated label. The trees that make up the Random Forest are built randomly selecting m (value fixed for all nodes) attributes in each node of the tree; where the best attribute is chosen to divide the node. The vector used for training each tree is obtained using random selection of the instances. Thus, to determine the class of an instance, all the trees indicate an output, where the most voted is selected as the result. So, the classification error depends on the strength of individual trees of the forest and the correlation between any two trees in the forest [40].

2.6 Naive Bayes (NB)
The NB is a classification technique based on Bayesian theorem of probability that computes a likelihood by checking the recurrence of values and blends of values in the historical data. Bayes' Theorem finds the likelihood of an occasion happening given the likelihood of another occasion that has as of now happened. [41]. It is particularly used when the dimensionality of the inputs is high. The NB Classifier is efficient in computing the most possible output based on the input. In this classifier it is possible to add new raw data at runtime and get a better probabilistic classifier [42]. When the class variable is given, NB classifier considers that the presence of an attribute is not related to the presence of any other attribute [43]. NB is a numeric estimator, where precision values are chosen based on analysis of the training set. This classifier will use a default precision of 0.1 for numeric attributes when built classifier is called with zero training instances [44].

2.7 Bayes Net (BN)
BN classifiers are competitive performance classifiers [45] with the added benefit of interpretability. Formally, a BN is composed of directed acyclic graph and conditional probability tables for each variable. NB updateable operate on an assumption of class conditional independence. Constructing a BN is a two-step process, constructing a BN Structure and Learning Conditional Probabilities. BN structure has a set of associated conditional probabilities over the set of variables X={ x1, x2, ..., xn}. A BN classifier is simply a BN applied to classification, that is, the prediction of the probability \( P(A \mid X) \) of some discrete (class) variable A given some features X [46]. Weka implements state-of-the-art algorithms for learning BN Structure, such as Local Score Metrics, Conditional Independence Tests, Global Score Metrics and fixed structure. After constructing BN any of the approaches above, using the one of the estimators, Simple Estimator, BMA Estimator, MultiNomnalEstimator and BayesNetEstimators [48] in the Weka DM tool,
provides utility functions for prediction and inference model evaluation with network scores and cross-validated estimation of predictive performance, and model analysis [46].

2.8 Weka Software
Weka is an efficient DM tool with a vast capacity of analysis that has been introduced by Waikato University, New Zealand under GNU public License. Weka contains many inbuilt algorithms for DM and machine learning. Weka implements algorithms for data preprocessing, classification, clustering, association rules; it also includes a visualization tool [47, 48]. In Weka, we have three basic steps for classification: 1) preparing the data, 2) choose to classify and apply algorithm and 3) analyze the result or output. It supports multiple dataset formats like csv data files, Json Instance files, libsvm data files, Matlab ASCII files etc., with the default being ARFF.

Data files making it invariably a strong candidate for DM on heterogeneous types of datasets1[49]. According to the data type (nominal, ordinal or interval), one of the suitable algorithms can be applied to the data set to extract information. Then, to carry out the criteria, some measurements such as kappa statistic, accuracy, root mean square error, ROC, and so on are computed. In the next step, values of the statistical criteria that are compared to classification algorithms are calculated by using a confusion matrix.

Confusion matrix presents a visualization of the classification performance based on a table that contains columns representing the instances in a predicted class and rows representing the instances in an actual class. The classification accuracy is the proportion of the total number of predictions that were correct. The classification accuracy is the percent ratio of the number of correctly predicted data points to the total number of data points. In literature, 80% is assumed as the threshold point [50] for financial data. If it is closed to 100% the accuracy is an overwhelming situation to say that the data are perfectly classified.

The other criterion is kappa statistic, which is frequently used to test interrater reliability. Like most correlation statistics, the kappa can range from -1 to +1 [51]. Cohen suggested the kappa result can be interpreted as follows: values ≤ 0 as indicating no agreement and 0.01–0.20 as none to slight, 0.21–0.40 as fair, 0.41–0.60 as moderate, 0.61–0.80 as substantial, and 0.81–1.00 as almost perfect agreement [13].

3 Methodology
DM is the process of using statistical, mathematical, artificial intelligence, and machine learning techniques to extract an identify useful information and knowledge assembled from large data bases. Classification is one of the most important DM technique and there are different classification techniques. To find out the best convenient DM technique to classify the stock price changes of six different Canadian banks, Weka was used as a tool. Among the others, seven classifiers of Weka, LR, FR-NN, GP, J48, RF, NB and NN, were used as basis of evaluation or analysis. This paper uses data panel to analyze the data for the period of 1980 to 2018 for six major banks in Canada. The purpose of this paper is
- to get more accurate and more reliable predicted stock market price changes
- to classify the daily stock price changes for six banks for future predictions
- to determine which technique among the seven DM classification techniques most efficiently classifies the daily stock price changes
- to find out which method gives the most accurate results when the method applied for each bank's data separately. [13]

In this study, 3.9.3 and 3.7.2 versions of Weka were used. Weka software utilizes seven classification algorithms. To determine the best classifier, the parameters, accuracy and kappa statistic were used as the measurement method. While implementing the classifiers on the real dataset two test modes, 10-fold cross validation and full training set were considered. All the seven classifiers, mentioned above, were implemented using the real dataset stock price changes of six Canadian Banks separately. In the present study, only classification technique is used for analysis.

Classification contains eleven different types of classifiers in Weka: Bayes, Functions, Fuzzy, Genetic Programing, Meta, Mi, Misc, Scripting, Lazy, Rules and Trees. In this paper, seven of them were used as classifiers of stock price changes of each six Canadian banks; under Bayes, NB and BN; under functions, LR; under Genetic Programming, GP; under fuzzy, FR-NN; and under Trees, RF and J48. For this purpose, six large Canadian banks’ stock market daily price changes, over the period from 1980 to 2018, were examined by seven different DM classification techniques using Weka. Data for six banks were obtained from NASDAQ [53]. Each data set has 21 independent variables, and 1 dependent variable. Independent variables are Daily Opening price, Daily Opening bid, Daily...
Opening ask, Daily Closing price, Daily Closing bid, Daily Closing ask, Daily High, Daily Low, Daily Transactions, Daily Volume, Daily Quotes, Daily Quote changes, Daily Return, S&P/TSX Composite Price Index, S&P/TSX Composite Total Return Index, Sector 40 (Financials) Price Index, Sector 40 (Financials) Total Return Index, S&P/TSX 60 Price Index, S&P/TSX 60 Total Return Index, Call Loan Interest Rate and Foreign Exchange Rate (CA$/US$) and the dependent variable is the change in daily closing price according to the previous day’s closing price. The dependent variable is the daily closing price change, which is grouped as “up”, “down” and “same” according to the previous day’s stock market daily closing price. Instead of working with numeric data, daily stock prices were converted to categorical data observing the closing price increase (UP), decrease (DOWN) or remains same (SAME), according to the closing price on the previous day. If the closing price increased relative to the previous day’s closing price, “up” is assigned as the new variable component, if the closing price is decreased relative to the previous day’s closing price, “down” is assigned as the new variable component, and similarly, if the closing price remained the same, “same” is assigned as the new variable component. Classification is a two-step process. In the first step, the training data are analyzed by a classification algorithm. In the second step, test data are used to estimate the accuracy of the classification rules. In this paper, firstly, seven DM classification techniques for the data from 1980 to 2017 were run for each bank separately. Secondly, the predicted values for 2018 from the first run were compared with the real 2018 data to test the validities of models or to see the accuracy of models in how the predicted values were compatible to the real values. It is not known which algorithm is the best for the current problem. That is why different classification techniques should be compared.

### 4 Findings

Seven classification techniques were applied to the data sets for six major banks in Canada from 1980 to 2017 using Weka 3.7.2 and 3.9.3 to determine the best classification technique with the best prediction accuracies. There are various measurement methods in DM that can reflect the predictability of the trained data such as accuracy, kappa statistics, F-measure, sensitivity, precision, recall and ROC curve. This paper evaluates the performance of classification algorithms based on accuracy, kappa statistic which measure the classifier’s prediction capability and confusion matrix. The detailed accuracies and kappa statistics by class for all the techniques are depicted in Table 1 where the highest accuracies and the kappa statistics for each bank were highlighted.

**Table 1. Accuracies and kappa statistics for 1980-2017 data**

For TD bank, among the seven techniques, J48 technique produced the highest accuracy (92.3455%) and the highest kappa statistic (0.861). This means 8831 out of 9563 data points were classified correctly. RF with 91.8122% accuracy and 0.852 kappa statistic follows the J48. Then, with 89.9613% accuracy and 0.8182 kappa statistics LR and with 89.6267% accuracy and 0.8104 kappa statistics GP classified the data in acceptable range of recommended agreement of kappa statistic, mainly greater than 80% [50]. The other techniques, FR-NN with 72.6237% accuracy and 0.5289 kappa statistics, BN with 64.6032% accuracy and 0.4932
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70.6368% accuracy and 0.4969 kappa statistic, BN accuracy and 0.7855 kappa statistic, FR-NN with other hand, the other techniques, GP with 88.1313% and GP with 89.5849% accuracy and 0.8082 kappa statistic and 90.160% accuracy and 0.8195 kappa statistic

92.3873% accuracy and 0.8607 kappa statistic, LR then, with 89.4698% accuracy and 0.8182 kappa statistics LR and with 89.1143% accuracy and 0.8001 kappa statistic GP classified the data in acceptable range of accuracy. The other techniques, FR-NN with 67.9389% accuracy and 0.4487 kappa statistic, BN with 65.241% accuracy and 0.498 kappa statistics and NB with 55.2442% accuracy and 0.3671 kappa statistic did not performed well.

For NBS bank, among the seven techniques, like TD and RBC, J48 technique produced the highest accuracy (91.8645%) and the highest kappa statistic (0.8534). This means 8785 out of 9563 data points were classified correctly. RF with 91.0907% accuracy and 0.8404 kappa statistic and then with 89.062% accuracy and 0.8032 kappa statistic LR follow the J48. The other techniques, GP with 86.3955% accuracy and 0.7556 kappa statistic, BN with 66.3181% accuracy and 0.5128 kappa statistic, FR-NN with 62.1667% accuracy and 0.3576 kappa statistic, and NB with 52.4522% accuracy and 0.3393 kappa statistic, respectively, did not performed well.

For BOM bank, among the seven techniques, again J48 technique produced the highest accuracy (92.0004%) and the highest kappa statistic (0.8546). It classified 8798 out of 9563 data points correctly. Then, RF with 91.488% accuracy and 0.8459 kappa statistic, and LR with 89.428% accuracy and 0.8083 kappa statistics follow the J48 respectively. On the other hand, the other techniques, GP with 88.1313% accuracy and 0.7855 kappa statistic, FR-NN with 70.6368% accuracy and 0.4969 kappa statistic, BN with 54.8677% accuracy and 0.3602 kappa statistic, and NB with 48.2485% accuracy and 0.2856 kappa statistic, respectively, did not performed well.

For CIBC bank, among the seven techniques, again J48 technique produced the highest accuracy (92.8265%) and the highest kappa statistic (0.8683). It classified 8877 out of 9563 data points correctly. Then, with a very small difference, RF with 92.3873% accuracy and 0.8607 kappa statistic, LR with 90.160% accuracy and 0.8195 kappa statistic and GP with 89.5849% accuracy and 0.8082 kappa statistic classified the data for CIBC, respectively. On the other hand, the other techniques, FR-NN with 71.8708% accuracy and 0.5101 kappa statistic, BN with 64.3208% accuracy and 0.4895 kappa statistic, and NB with 49.8065% accuracy and 0.3094 kappa statistic, respectively, did not performed well.

For NBC bank, among the seven techniques, again J48 technique produced the highest accuracy (89.7626%) and the highest kappa statistic (0.8247). It classified 8584 out of 9563 data points correctly. Then, RF with 88.4241% accuracy and 0.8033 kappa statistic is the second-best classifier. The other techniques, LR with 86.4896% accuracy and 0.7717 kappa statistic, GP with 82.4741% accuracy and 0.7034 kappa statistic, BN with 68.3154% accuracy and 0.5427 kappa statistic, FR-NN with 65.1155% accuracy and 0.4335 kappa statistic, and NB with 48.6877% accuracy and 0.2925 kappa statistic did not performed well, respectively.

When the techniques are compared for different banks, J48 seems the best classifier according to the accuracy and kappa statistic. After applying each technique, on the output, a confusion matrix is obtained, which presents a visualization of the classification performance based on a table that contains columns representing the instances in a predicted class and rows represent the instances in an actual class [13]. Since the classifier J48 classified thirty-seven years data of each bank, in this paper, the confusion matrices will be given only for J48 technique (Table 2). Table 2 shows the confusion matrix for each bank containing statistical measures used to describe the ability of the classifier to discriminate among the cases with “up”, “down” and “same” classes. The classification accuracy is the proportion of the total number of correct predictions. For example, in the actual case for TD, out of 9563 data points, 8831 stock prices were classified correctly. Where stock prices increased in the previous day, 4527 of them increased; where stock prices decreased in the previous day, 4134 of them decreased; and where stock prices remained same in the previous day, 170 of them remained the same with 92.3455% (=(4527+4134+170)/9563%) accuracy. In the predicted case for TD, out of 251 prices 247 stock prices were classified correctly. Where the stock prices increased in the previous day, 135 of them increased; where stock prices decreased in the previous day and 112 of them decreased in the previous day with 98.4064% (=(135+112)/251%) accuracy. Similarly, for RBC bank, 8810 real instances out of 9563 with 92.1259% accuracy were classified correctly. Where stock prices increased in the previous day, 4527 of them increased; where stock prices decreased in the previous day, 4149 of them decreased; and where stock prices remained the same in the previous day, 134 of them remained the same.
prediction instances out of 251 with almost perfect accuracy, 99.2032%, were classified correctly. Where the stock prices increased in the previous day, 135 of them increased; and where stock prices decreased in the previous day, 114 of them decreased.

Table 2. J48 classifier Confusion Matrices Reals and Predictions for each bank

<table>
<thead>
<tr>
<th>Bank</th>
<th>Down</th>
<th>Same</th>
<th>Down</th>
<th>Same</th>
<th>Correctly Classified</th>
</tr>
</thead>
<tbody>
<tr>
<td>TD</td>
<td>40</td>
<td>135</td>
<td>4462</td>
<td>8785</td>
<td>9563</td>
</tr>
<tr>
<td>RBC</td>
<td>356</td>
<td>434</td>
<td>362</td>
<td>123</td>
<td>3957</td>
</tr>
<tr>
<td>NBS</td>
<td>4131</td>
<td>192</td>
<td>4131</td>
<td>192</td>
<td>4197</td>
</tr>
<tr>
<td>BOM</td>
<td>251</td>
<td>51</td>
<td>251</td>
<td>51</td>
<td>4151</td>
</tr>
<tr>
<td>CIBC</td>
<td>362</td>
<td>123</td>
<td>362</td>
<td>123</td>
<td>362</td>
</tr>
<tr>
<td>NBC</td>
<td>139</td>
<td>110</td>
<td>139</td>
<td>110</td>
<td>114</td>
</tr>
</tbody>
</table>

For NBS bank, 8785 real instances out of 9563 with 91.8645% accuracy were classified correctly. Where the stock prices increased in the previous day, 4462 of them increased; where stock prices decreased in the previous day, 4131 of them decreased; and where stock prices remained the same in the previous day, 192 of them remained the same. 243 prediction instances out of 251 with 96.8127% accuracy were classified correctly. Where the stock prices increased in the previous day, 114 of them increased; where stock prices decreased in the previous day and 129 of them decreased.

For BOM bank, 8798 real instances out of 9563 with 92.0004% accuracy were classified correctly. Where the stock prices increased in the previous day, 4493 of them increased; where stock prices decreased in the previous day, 4151 of them decreased; and where stock prices remained the same in the previous day, 154 of them remained the same. 247 prediction instances out of 251 with 98.4064% accuracy were classified correctly. Where the stock prices increased in the previous day, 136 of them increased; and where stock prices decreased in the previous day, 111 of them decreased.

For CIBC bank, 8877 real instances out of 9563 with 92.8265% accuracy were classified correctly. Where the stock prices increased in the previous day, 4516 of them increased; where stock prices decreased in the previous day, 4238 of them decreased; and where stock prices remained the same in the previous day, 123 of them remained the same. 249 prediction instances out of 251 with almost perfect accuracy, 99.2032%, were classified correctly. Where the stock prices increased in the previous day, 139 of them increased; and where stock prices decreased in the previous day, 110 of them decreased.

Finally, for NBC bank, 8584 real instances out of 9563 with 89.7626% accuracy were classified correctly. Where the stock prices increased in the previous day, 4197 of them increased; where stock prices decreased in the previous day, 3957 of them decreased; and where stock prices remained the same in the previous day, 430 of them remained the same. 242 prediction instances out of 251 with 96.4143% accuracy were classified correctly. Where the stock prices increased in the previous day, 129 of them increased; and where stock prices decreased in the previous day, 113 of them decreased.

In this paper, after determining the most convenient technique running the seven DM classification technique for the data from 1980 to 2017 for each bank separately, the predicted values for 2018 from the first run were compared with the real 2018 data to test the validities of models or to see the accuracy of models in how the predicted values were compatible to the real values. There were 251 data points for each bank for 2018. The seven techniques result for the 2018 data for each bank summarized in Table 3, where the accuracy and kappa statistic for each technique were given. For TD bank, J48, RF and BN classified the 2018 data with the same accuracy (98.4064%) and kappa statistic (0.968). The other techniques, GP and LR were giving the promising results for the classification whereas FR-NN and NB were not due to low accuracies and kappa statistics.

For RBC bank, RF and BN produced the same highest accuracies (99.6016%) and kappa statistics (0.992). While J48 and GP were producing very close accuracies and kappa statistics to RF and BN, two techniques, FR-NN and NB were having very low accuracies in the range of 58%-69% and weak kappa statistics in the range of 0.11 to 0.38. The accuracy (92.4303%) and kappa statistic (0.8491) of LR technique were moderate when it was compared with the other techniques.

Like TD bank, the results show that J48, RF and BN techniques producing the same highest accuracies and strong kappa statistics for NBS, CIBC and NBC banks. When compared with J48, RF and BN techniques, GP moderately classified the data of NBS, CIBC and NBC banks. On the other hand, NB and FR-NN techniques were not good classifiers due to low accuracies and weak kappa statistics. However, while LR having moderate accuracy and
acceptable kappa statistic for CIBC data, it has low accuracies and weak kappa statistics for NBS and NBC.

For BOM bank, with the highest accuracy and strong kappa statistic RF technique, then J48 and GP techniques showed promising results, but the other techniques, FR-NN, BN, NB and LR have low accuracies and weak kappa statistic.

Table 3. Accuracies and kappa statistics for 2018 data

<table>
<thead>
<tr>
<th>Bank</th>
<th>Techniques</th>
<th>Accuracy %</th>
<th>Kappa statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>TD</td>
<td>Logistic Regression (228/251) 90.8376%</td>
<td>0.8160</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Genetic Programming (248/251) 98.0006%</td>
<td>0.8901</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Random Forest 48 (167/251) 88.5359%</td>
<td>0.3239</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bayes Net       (247/251) 94.0648%</td>
<td>0.068</td>
<td></td>
</tr>
<tr>
<td>RBC</td>
<td>Logistic Regression (232/251) 92.4033%</td>
<td>0.8491</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Genetic Programming (247/251) 98.8044%</td>
<td>0.976</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Random Forest 48 (171/251) 87.1275%</td>
<td>0.7306</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bayes Net       (247/251) 94.0648%</td>
<td>0.068</td>
<td></td>
</tr>
<tr>
<td>NBS</td>
<td>Logistic Regression (245/251) 94.0159%</td>
<td>0.8216</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Genetic Programming (241/251) 96.0137%</td>
<td>0.9126</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Random Forest 48 (173/251) 90.8446%</td>
<td>0.7853</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bayes Net       (245/251) 94.0159%</td>
<td>0.8216</td>
<td></td>
</tr>
<tr>
<td>BOM</td>
<td>Logistic Regression (227/251) 90.4382%</td>
<td>0.7801</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Genetic Programming (245/251) 96.0006%</td>
<td>0.9578</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Random Forest 48 (171/251) 87.1275%</td>
<td>0.7306</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bayes Net       (245/251) 94.0159%</td>
<td>0.8216</td>
<td></td>
</tr>
<tr>
<td>CIBC</td>
<td>Logistic Regression (240/251) 92.0032%</td>
<td>0.8698</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Genetic Programming (242/251) 96.4143%</td>
<td>0.9302</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Random Forest 48 (160/251) 87.0412%</td>
<td>0.7041</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bayes Net       (242/251) 96.4143%</td>
<td>0.9302</td>
<td></td>
</tr>
</tbody>
</table>

5 Conclusion

Analysed financial data has a crucial role for investors. There exist various DM methods to analyse the financial data, the classification is one of them. In this paper, Weka is used for analysis. There are many in built DM algorithms in Weka used for classification. In this paper, only seven of them were selected and run to classify the daily stock market price changes of six Canadian banks in the period from 1980 to 2018. The analysis was carried out using Weka 3.7.2 and 3.9.3 software with seven algorithms LR, GP, FR-NN, J48, RF, NB and BN. These algorithms were first run using the 1980 to 2017 data for each bank separately, then the predicted values from the first run were applied to 2018 data for each bank to test how closely the predicted pattern compared to the real values. The performances of algorithms were determined by 10-fold cross validation and full training set and accuracy and kappa statistic were utilized. Then, the confusion matrix for each data set and each bank was obtained to present a visualization of the classification performance based on a table.

Selecting a best algorithm depends on data. It is difficult to say a specific one is the best. For this reason, different classification algorithms for the same type of data should be compared. To determine the best technique fits this kind of data, seven techniques were applied for the data of six banks separately, then the comparison of the techniques was done according to each individual bank, then across all the banks.

When the techniques were compared for thirty-seven years data, it was seen that the classifier J48 classified six different data with the highest accuracy and strong kappa statistics whereas FR-NN, BN and NB techniques did not classify any of the data well, because they produced low accuracies and weak kappa statistics. The second-best classifier was another tree technique, RF. Then GP and LR followed. The results when each technique was applied and compared with the 2018 real data to test the reliability of the techniques, showed that accuracies and kappa statistics were dramatically increased, which means that each technique can be used for prediction. But, again mostly J48, then RF and BN produced the highest accuracy and kappa statistic. As a conclusion, J48 gives a promising alternative to the conventional methods for financial prediction.

For future research, the other test modes should be used with different classification parameters to determine the best fit technique for such financial data.
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