The Quality Gate and the Application of Momenta in Infinite Boundaries.
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Abstract: In this paper the concept of calculating the momenta in infinite boundaries is shown. The Quality Gate in Science also plays a significant role. Based on Einstein’s observation on ordinary diffusion, generalisations regarding time-fractional and space fractional derivatives are investigated. For both cases the fundamental solution of a Cauchy problem with Dirac’s delta function as initial distribution is determined. From these solutions the momenta are calculated. It could be shown that these momenta exist for the solution of the time fractional differential equation. The expressions for the momenta in infinite boundaries of the space fractional differential equations can be calculated and are only of academic interest because in most cases they do not exist. Furthermore is shown, that the momenta for the time fractional equation are always monotonically increasing functions. This draws our attention to the question how processes can be described in which the momenta are not monotonously increasing functions. Experiments with such behaviour can be found in practice.
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1 Introduction

Since the famous work of Einstein (* 13.03.1879 Ulm, + 18.04.1955 Princeton, New Jersey, US) and Smoluchowski (*28.05.1872 Mödling, + 05.09.1917 Krakau) there is a relationship between the statistical quantity variance of a diffusion process and the diffusion constant \( D \) ([1, 2, 3]).

Starting point for this investigation is the diffusion equation of the form

\[
\frac{\partial \phi}{\partial t} - D \frac{\partial^2 \phi}{\partial x^2} = s(t, x).
\]

Here \( D \) is the diffusion constant and the equation in general is formulated as an inhomogeneous one. An important role in this investigation plays the fundamental solution \( F(t, x) \) which solves the related Cauchy problem

\[
\frac{\partial F(t, x)}{\partial t} - D \frac{\partial^2 F(t, x)}{\partial x^2} = 0,
\]

\[
F(t, x) \bigg|_{t=0} = \delta(x).
\]

In this case \( \delta(x) \) is the Dirac delta function. This solution is of the form

\[
F(t, x) = \frac{\exp\left(-\frac{x^2}{4Dt}\right)}{\sqrt{4\pi Dt}}.
\] (1)

The comparison with the Gaussian distribution [4] leads to the statement

\[
f(t, x) = \frac{\exp\left(-\frac{(x-\mu)^2}{2\sigma^2}\right)}{\sqrt{2\pi \sigma^2}},
\]

where \( \mu \) is the expectation value and \( \sigma^2 \) the variance of the distribution function leads to the statement

\[
\mu = 0, \quad \sigma^2 = 2Dt. \quad (2)
\]

In [5] it was shown that this result can be calculated in a direct way. This brings the statistical momenta into focus.

In various experiments we can observe deviations from this linear behaviour [3] (see f. e. [6, 7, 8, 9, 10].
which can be summarized by the application of a power law form (f. e. [13, 14, 15])

\[
\sigma^2 = 2D_\alpha t^\alpha, \quad \alpha \in \mathbb{Q}.
\]

Metzler and Klafter used in [16] this relation to classify diffusion processes into subdiffusion, usual diffusion and superdiffusion.

But what does this situation mean in practice? In order to explain it in more detail the following fractional diffusion equation is considered:

\[
\frac{\partial}{\partial t} \mathcal{L}_T(p, \omega) = a \frac{\partial^2}{\partial x^2} \mathcal{L}_T(p, x). \tag{6}
\]

We are looking for a so called fundamental solution, which is given by

**Definition 1.** Consider the following Cauchy-problem:

\[
\begin{align*}
\frac{\partial^\alpha}{\partial t^\alpha} F(t, x) - D \frac{\partial^2}{\partial x^2} F(t, x) &= 0, \quad t > 0, \quad \alpha > 0 \tag{4} \\
F(t, x) \big|_{t=0} &= \delta(x),
\end{align*}
\]

where \(\delta(x)\) is Dirac’s delta-function and

\[
\frac{\partial^\alpha}{\partial t^\alpha} F(t, x) = \frac{1}{\Gamma(1-\alpha)} \int_0^t \frac{1}{(t-\tau)^{-\alpha}} \frac{\partial}{\partial \tau} \mathcal{L}_T(\tau, x) \, d\tau.
\]

The solution of (4) is called the fundamental solution of the Cauchy-problem (4).

In order to get the solution of (4) a Laplace transformation from \(t\) to \(p\) is applied. We find with \(t > 0, \alpha > 0\)

\[
p^{-1+\alpha} (p \mathcal{L}_T(p, x) - \delta(x)) = a \frac{\partial^2 \mathcal{L}_T(p, x)}{\partial x^2}. \tag{5}
\]

Here \(\mathcal{L}_T(p, x)\) ist the Laplace transform of \(T(t, x)\).

To this equation a Fourier-transformation from \(x\) to \(\omega\) is applied. This leads to

\[
p^{-1+\alpha} (-1 + p \mathcal{F} \mathcal{L}_T(p, \omega)) = -a \omega^2 \mathcal{F} \mathcal{L}_T(p, x). \tag{6}
\]

This equation can be solved for the Fourier-Laplace-transform \(\mathcal{F} \mathcal{L}_T(p, \omega)\) of \(T(t, x)\). It is

\[
\mathcal{F} \mathcal{L}_T(p, \omega) = \frac{p^{-1+\alpha}}{p^\alpha + a \omega^2}. \tag{7}
\]

This expression has to be transformed back into the original space. To do this first an inverse Fourier transformation from \(\omega\) to \(x\) has to be applied. This leads to

\[
\mathcal{L}_T(p, x) = \exp \left( -\sqrt{\frac{\pi}{a^2 \sqrt{p^2}}} \right) p^{\alpha-1} \tag{8}
\]
is inserted into the Laplace-transformed equation (5). The equation is thus fulfilled identically.

To ensure the quality of scientific results the quality gate is introduced in [5, 17] analogous to [18]. It says

**Quality gate** [5, 17]

In order to guarantee the quality of results, two or three different and independent ways have to be presented.

The quality gate is now applied in these calculations by reversing the inverse transformations. Starting now with

\[
\mathcal{L}\mathcal{F}(t, \omega) = \frac{p^{-1+\alpha} + p^\alpha \mathcal{L}\mathcal{F}(p, \omega)}{-a \omega^2}. 
\]

Solving this equation for the Laplace-Fourier-transform, it is

\[
\mathcal{L}\mathcal{F}(p, \omega) = \frac{p^{-1+\alpha} + a\omega^2}{p^\alpha + a\omega^2}.
\]

This solution is identical to (7). Thus three calculation paths have been shown according to the quality gate.

In the following the momenta of the solution (11) shall be calculated. In addition, the technical report [5, 17] introduced the concept of statistical momenta in infinite boundaries for evolutionary processes and discussed the example of heat conduction. The example of heat conduction has been investigated there. Starting point for the considerations was the

**Definition 2.** [4]

Let \(X\) be a continuous random variable with the related density \(f\) of a non-normalized distribution function \(F(X)\). Then

\[
m_i = \int_{-\infty}^\infty x^i \, f(x) \, dx = < x^i, f(x) >
\]

is the \(i\)-th momentum and

\[
\mu_i = \int_{-\infty}^\infty \frac{(x - \mu)^i}{m_0} \, f(x) \, dx
\]

the \(i\)-th normalized central momentum.

In this definition the integration over the entire real axis with infinite boundaries has to be done.

Here the definition especially for the central momentum is different from the usual one which is

\[
\mu_i(X) = \int_{-\infty}^{+\infty} (x - \mu)^i \, f(x) \, dx
\]

with probability density function \(f(x)\) which is the \(i\)-th momentum about the mean \(\mu\) [20].

In the mathematical case a random variable \(X\) is called continuous, if there exists a non-negative function \(f(x)\), for which for real \(x\) the relation

\[
F(x) = \int_{-\infty}^{x} f(t) \, dt
\]

is fulfilled. \(F(x)\) is the distribution function of the random variable \(X\). Furthermore is

\[
F(\infty) = \int_{-\infty}^{+\infty} f(x) \, dx = 1.
\]

The last integral represents the norm and so the distribution function is normalized [21].

But if one deals with experimental data this condition is not self-evident. Experimental distribution
functions of many kinds like the temperature distribution in a rod do not have this property. In order to apply the statistical theory of momenta this property has to be generated by calculating the norm and by normalizing the distribution function. The consequence is that the mean value in the central momentum has to be substituted by the normalized mean value \( \frac{m_0}{n} \).

In order to establish the quality gate in the area of the calculation of momenta another definition concerning the momentum generating function is necessary:

**Definition 3.**

A function \( g(t) \) defined as follows

\[
g(t) = \int e^{tx} p(x) \, dx
\]

is called the momentum generating function.

By differentiating \( g(t) \) with respect to \( t \) and setting \( t \to 0 \),

\[
g^{(i)}(0) = \sum_{j=0}^{\infty} \frac{m_j t^j}{j!}
\]

can be found. The momentum integral of definition 3 is setting in relation to the Mellin transformation, which is defined by

\[
M^*_x [f(x)] = \int_0^\infty x^{-1} f(x) \, dx.
\]

Assuming symmetrical boundaries for the integration and a symmetrical distribution function the relationship between the momenta and the Mellin transformation of a function is

\[
\langle x^m, f(x) \rangle = 2 M^m_{1,1} [f(x)] = 2 \int_0^\infty x^{m+1-1} f(x) \, dx.
\]

The application of this to the solution [11] gives

\[
\langle x^m, T(t,x) \rangle = 2 M^m_{1,1} \left[ \frac{1}{x^{a+1}} \frac{\Gamma(1+a)}{\Gamma(a+1)} \right] = 2 \frac{m_0 t^m \Gamma(1+m)}{\Gamma(1+\frac{m^2}{2})}.
\]

By putting \( m \to 2 \) follows

\[
m_2 = \frac{2a t^2}{\Gamma(1+\alpha)}.
\]

To fulfill the quality gate the method with the momentum generating function is applied. In order to do this we have to solve the integral

\[
g(\tau) = \int_0^\infty e^{\tau x} \frac{1}{x} \frac{\Gamma(1+a)}{\Gamma(a+1)} \frac{\tau^{\alpha-2}}{a} \left\{ \{\{\}\}, \{1,2\} \right\} \left\{ \{\{\}, \{1,\alpha\}\} \right\} dx = \frac{2a t^2}{\Gamma(1+\alpha)}.
\]

This expression looks like a Laplace transformation. Assuming again a symmetrical distribution function with symmetrical boundaries follows

\[
g(\tau) = 2 \int_0^\infty e^{\tau x} \frac{1}{x} \frac{\Gamma(1+a)}{\Gamma(a+1)} \frac{\tau^{\alpha-2}}{a} \left\{ \{\{\}\}, \{1,2\} \right\} \left\{ \{\{\}, \{1,\alpha\}\} \right\} dx = \frac{2a t^2}{\Gamma(1+\alpha)}
\]

with the generalized Mittag-Leffler function [18]. To calculate the variance this expression has to be differentiated twice with respect to \( \tau \). This leads to

\[
\frac{d^2 g}{d\tau^2} = a t^{\alpha-1} \Psi_1 \left[ \{3,1\}, \{1+\alpha, \frac{\alpha}{2}\} \right] - \sqrt{at^2 \tau}.
\]

Here

\[
p \Psi_q \left[ z \right] \left\{ \{a_0, A_p\}, \{b_q, B_q\} \right\} = \sum_{n=0}^\infty \prod_{j=1}^p \Gamma (a_j + n A_j) z^n \prod_{j=1}^q \Gamma (b_j + n B_j) n!
\]

with \( a_i, b_j \in \mathbb{C}, A_i, B_j \in \mathbb{R} \) is called the Wright generalized hypergeometric function [19].

For the second momentum \( m_2 \) the parameter has to be zero. This gives

\[
m_2 = \frac{d^2 g}{d\tau^2} |_{\tau \to 0} = \frac{2a t^{\alpha}}{\Gamma(1+\alpha)}.
\]

Then the variance of the solution is

\[
\sigma^2 = \frac{m_2}{m_0} - \frac{m_0^2 m_2}{m_0^2} = \frac{2a t^{\alpha}}{\Gamma(1+\alpha)} - \frac{1}{\Gamma(1+\alpha) - \frac{(1+\frac{m^2}{2})}}.
\]

This presented concept is applied to the Lévy and the Cauchy distribution, and the application of the Quality Gate is also shown.

These distributions play a significant role for example in the theory of turbulence. Starting from various scaling laws Chen [23] motivated an equation of the form

\[
\frac{\partial P(t,x)}{\partial t} = \left( -\Delta \right)^{\frac{\alpha}{2}} P(t,x)
\]
with $0 < \alpha \leq 2$. The case $\alpha = 2$ should give the usual heat equation with the Gauss distribution as fundamental solution. But a closer look shows that the problem has to be formulated by

$$\frac{\partial P(t, x)}{\partial t} = -D (-\Delta)^{\frac{\alpha}{2}} P(t, x),$$

$$P(0, x) = \delta(x).$$

(37)

Here $\alpha$ and $D$ are constants with $0 < \alpha \leq 2, D > 0$ and $\delta(x)$ represents Dirac’s delta function. Furthermore $(-\Delta)^{\frac{\alpha}{2}}$ is called Riesz-operator and is defined by

$$\mathcal{F}_x \left((-\Delta)^{\frac{\alpha}{2}}\right) u = |\omega|^\alpha \mathcal{F}_x (u).$$

(38)

In order to solve equation (37) in a first step a Fourier-transform from $x$ to $\omega$ is applied to this equation. The result is

$$\frac{\partial \mathcal{F}}{\partial t} (t, \omega) = -D \omega^\alpha \mathcal{F} (t, \omega),$$

(39)

where $\mathcal{F}$ is the Fourier transform of $P$. Furthermore the initial condition has to be transformed, too. One can find

$$P(0, x) = \delta(x) \iff \mathcal{F} (0, \omega) = 1.$$  

(40)

The second step now is to apply the Laplace transform from $t$ to $p$ to these equations. By taking into account the transformed initial condition follows

$$\mathcal{L} \mathcal{F}(p, \omega) = \frac{1}{p + D \omega^\alpha}.$$  

(41)

$\mathcal{L} \mathcal{F}$ is the Laplace transform of the Fourier transform of $P$.

In order to fulfill the quality gate a second way can be chosen. It is to solve the ordinary differential equation (39) directly inclusive the initial condition (40). The solution is

$$\mathcal{F} (t, \omega) = e^{-D t \omega^\alpha}.$$  

(42)

A Laplace transform from $t$ to $p$ leads to the solution (41). Both ways of calculation give identical results. The result (41) now has to be expressed in the original coordinates. First an inverse Laplace transform has to be applied to (41). This leads to

$$\mathcal{F} (t, \omega) = e^{-D t \omega^\alpha},$$

which is identical to (42).

After this an inverse Fourier transform has to be applied. This leads to the solution

$$P(t, x) = \frac{D^{-\frac{\alpha}{2}} t^{-\frac{\alpha}{2}}}{\sqrt{\pi \alpha}} \Psi_1 \left( \frac{\frac{1}{2}}{\{1, 1\}} \right) - \frac{1}{4} D^{-\frac{\alpha}{2}} t^{-\frac{\alpha}{2}} x^2.$$  

(43)

with the Wright hypergeometric function. This representation for the solution can be changed. In order to do this a Mellin transformation from $D$ to $\tilde{D}$ has to be done. This leads to

$$\mathcal{M}_D^\tilde{D} [P(t, x)] = \frac{2^{-2\alpha} \tilde{D}^{-1} D^{-1+\alpha} \Gamma (\tilde{D}) \Gamma \left( \frac{1}{2} - \frac{\alpha}{2} \right)}{\sqrt{\pi} \Gamma \left( \frac{\tilde{D}+\alpha}{2} \right)}.$$  

(44)

The back-transformation gives the solution of the problem (37) and can be regarded as [13]

$$P(t, x) =$$

(45)

Considering the case $\alpha = 1$ the solution is

$$P(t, x) = $$

(46)

which is the Cauchy distribution function. In the case $\alpha = 2$ the solution can be represented as

$$P(t, x) = $$

(47)

Applying to this solution the Mellin-transformation from $D$ to $\tilde{D}$ one finds

$$\mathcal{M}_D^\tilde{D} [P(t, x)] =$$

(48)

which leads after transforming this expression back to the original space via inverse Mellin-transformation to

$$P(t, x) =$$

(49)

which is the Gaussian distribution function.
In general a Lévy-stable distribution is defined through its characteristic function of the probability density \( p_{\alpha,\beta}(x;\mu,\sigma) \), that is, its Fourier transform

\[
\mathcal{F}_\omega p_{\alpha,\beta}(x;\mu,\sigma) = \int_{-\infty}^{\infty} e^{i\omega x} p_{\alpha,\beta}(x;\mu,\sigma) dx
\]

(48)

with

\[
\omega = \begin{cases} \tan \left( \pi \frac{\alpha}{2} \right) & \text{if } \alpha \neq 1, 0 < \alpha < 2 \\ -\frac{2}{\pi} \ln (|\omega|) & \text{if } \alpha = 1. 
\end{cases}
\]

The case \( \alpha = 2 \) leads to the Gaussian distribution, \( \alpha = 1, \beta = 0 \) to the Cauchy distribution and \( \alpha = \frac{1}{2}, \beta = 1 \) to the Lévy-Smirnov distribution

\[
p_{\frac{1}{2},1}(x) = \begin{cases} \sqrt{\frac{2}{\pi}} x^{-\frac{3}{2}} \exp \left( -\frac{1}{2} x^2 \right) & x \geq 0 \\ 0 & x < 0. \end{cases}
\]

(49)

2 The Lévy Distribution

In recent years, the Lévy distribution has been developed to study many physical phenomena, such as anomalous diffusion [6], power law response of material [24], aging in glassy systems [25], and so on [26]. This distribution has also been applied to Lévy glasses, to the turbulence in two spatial dimensions, and in pulsar scintillation [27], to the transport of carrier in disordered semiconductors [28]. The related random walk model is the so-called Lévy flight, named after the French mathematician Paul Pêre Lévy (1886 - 1971).

Here, the increments are described according to a heavily tailed probability distribution. This kind of models is adequate to the description of transport in heterogeneous catalysis, self diffusion in miscellaneous systems, reactions and transport in polymer systems under conformational motion, in transport processes in heterogenous rocks, and for description of behaviour of dynamical systems. Lévy’s statistics were observed in hydrodynamic transport [29].

In the previous part we determine the fundamental solution of the Cauchy-problem (37) and found the Lévy distribution (49) for the case \( \alpha = \frac{1}{2}, \beta = 1 \). This can be generalized to the form 50 from [30], where 49 can be recovered by setting \( \mu = 0, \sigma = 1 \).

The initial Lévy distribution can be regarded as

\[
f(x) = \sqrt{\frac{\sigma}{2\pi}} \exp \left( -\frac{\sigma}{2} (x-\mu)^2 \right).
\]

(50)

A more general form is [31], [32]

\[
f(x) = \frac{\sigma^{k}}{\Gamma(k)} \exp \left( -\frac{\sigma}{k} (x-\mu) \right) (x-\mu)^{1+k}.
\]

(51)

2.1 Discussion of Parameters

The investigation starts with the Lévy distribution 50. Here can be found the two parameters \( \sigma \) and \( \mu \). As shown in figure (Fig. 1), \( \sigma \) represents a scaling with the assumption \( \sigma > 0 \).

Furthermore, figure (Fig.2) shows, that \( \mu \) is responsible for a translation in \( x \) direction with \( \mu \in \mathbb{R} \). For the domain is valid: \( D = \{ x| x \geq \mu \} \), due to the square root in the denominator.

2.2 Momenta with the momentum integral in infinite boundaries

In analogy to the procedure which we have done with the time fractional diffusion equation, the momenta in infinite boundaries for the solutions should also be determined here in order to be able to judge the quality of diffusion processes.

Now, the momenta \( m_i \) for the distribution 50 are calculated, whereby \( i \) is their order. To use the integral representation, the boundaries have to be changed

From this generalization 49 can be obtained by \( \mu = 0, k = \frac{1}{2}, \sigma = \frac{1}{2} \).
according to the area of the domain. The result is

\[ m_i = \int_\mu^\infty \frac{\sigma x^i \exp \left( -\frac{\sigma}{2(x-\mu)} \right)}{2\pi} \, dx. \]  

(52)

After the substitution \( x - \mu = \xi \) can be found

\[ m_i = \frac{\sqrt{\sigma}}{2\pi} \int_0^\infty (\xi + \mu)^i \exp \left( -\frac{\sigma}{\xi^2} \right) \, d\xi. \]  

(53)

The application of the binomial theorem leads to

\[ m_i = \frac{\sqrt{\sigma}}{2\pi} \int_0^\infty \sum_{j=0}^i \binom{i}{j} \xi^j \mu^{i-j} \exp \left( -\frac{\sigma}{\xi^2} \right) \, d\xi. \]  

(54)

Here, the binomial sum is finite. Furthermore, summation and integration are swapped. The result is for the real part \( \Re(j) < \frac{1}{2} \) by use of the confluent hypergeometric function

\[ m_i = \sum_{j=0}^i \frac{2^{-j} \mu^{i-j} \sigma^j (i)! \Gamma \left( \frac{1}{2} - j \right)}{\sqrt{\pi}}. \]  

(55)

Due to the fact, that the real part of \( j \) is \( \Re(j) < \frac{1}{2} \), the only acceptable momentum is the norm \( n = m_0 = 1 \). The higher momenta diverge for infinite boundaries. The values, that are found by the formula (55) for higher momenta, are analytical continuations only, e.g. the first momentum \( m_1 \) by formula (55) yields

\[ m_1 = \mu - \sigma, \]  

(56)

which is obviously nonsense, because with norm \( n = m_0 = 1 \) the first momentum is the expectation value, which is a generalized center of gravity and therefore never can be outside the definition range \( x \geq \mu \) of the corresponding function (50). With negative \( \sigma \) however, the momentum integral (54) diverges even for the norm \( n = m_0 \).

2.3 Momenta with momentum generating function in infinite boundaries

In order to take into account the quality gate, the calculation of the momenta is done using the momentum generating function, which is of the form

\[ g(t) = \int_a^b e^{tx} f(x) \, dx. \]  

(57)

For the momenta follows

\[ m_i = \left. \frac{\partial^i}{\partial t^i} \left( g(t) \right) \right|_{t \to 0}. \]  

(58)

The application to the Lévy distribution (50) for the real part \( \Re(\sigma) > 0 \) and \( \Re(t) < 0 \) leads to

\[ g(t) = \int_\mu^\infty \exp \left( t x - \frac{\sigma}{2(x-\mu)} \right) \frac{\sqrt{\sigma}}{2\pi} \, dx = \int_0^\infty \exp \left( t (\mu + \xi) - \frac{\sigma}{\xi^2} \right) \frac{\sqrt{\sigma}}{2\pi \xi^2} \, d\xi = \exp \left( \mu t - i \sqrt{2t \sigma} \right). \]  

(59)

The case \( t \to 0 \) can be used by a limit discussion, where needed. Therefore then the norm is

\[ n \to m_0 = \exp \left( 0 \right) = 1. \]  

(60)

The first momentum however diverges by \( t \to 0 \):

\[ \mu \to m_1 = \exp \left( \mu t - i \sqrt{2t \sigma} \right) \left( \mu - \frac{i \sqrt{\sigma}}{\sqrt{2t}} \right)_{t \to 0}. \]  

(61)

2.4 Special case of Lévy distribution and some properties

For the special case of \( \mu = 0 \), the Lévy distribution is of the form

\[ f(x) = \frac{\exp \left( -\frac{\sigma}{\sqrt{2t x^2}} \right)}{2\pi x^2}. \]  

(62)

With the Lévy distribution (50), the result is valid for the real part \( \Re(\sigma) > 0 \) and \( \Re(i) < \frac{1}{2} \), as before. The general result

\[ m_i = 2M_x^{\frac{1}{2}} \left( \frac{\exp \left( -\frac{\sigma}{\sqrt{2t}} \right) \sqrt{\sigma}}{\sqrt{2\pi}} \right) = 2 \int_0^\infty \sin \frac{1}{2} \, \exp \left( -\frac{\sigma}{\sqrt{2t}} \right) \sqrt{\sigma} \, dx = \frac{2^{-i} \sigma^i \Gamma \left( \frac{1}{2} - i \right)}{\sqrt{\pi}} \]  

(63)

can be used for \( i = 0 \) only and furthermore yields \( n \to m_0 = 1 \).

The first momentum does not exist. Due to the fact that all momenta like variance, asymmetry are normalized central momenta they do not exist, too.

Here, \( M_x^{\frac{1}{2}}(f(x)) \) indicates the Mellin transformation (53) of the function \( f(x) \) from \( x \) to \( z \). Concerning the asymptotes of the Lévy distribution is noted, that the function

\[ f(x) = \frac{\exp \left( -\frac{\sigma}{2(x-\mu)} \right) \sqrt{\sigma}}{\sqrt{2\pi (x-\mu)^2}} \]
can be described by the asymptote
\[ a(x) = \frac{\sqrt{\sigma}}{\sqrt{2\pi} (x - \mu)^{3/2}}, \quad (64) \]

since
\[
\lim_{x \to \infty} |f(x) - a(x)| = \\
= \lim_{x \to \infty} \left| \frac{\exp\left(-\frac{\sigma}{\pi(x-\mu)}\right) \sqrt{\sigma}}{\sqrt{2\pi} (x - \mu)^{3/2}} - \frac{\sqrt{\sigma}}{\sqrt{2\pi} (x - \mu)^{3/2}} \right| \\
= 0.
\]

2.5 Discussion of parameters for the second kind of Lévy’s distribution
The second version (51) of the Lévy distribution is a more general one and of the form
\[ f(x) = \sigma^k \exp\left(-\frac{\sigma}{\pi(x-\mu)}\right) \Gamma(k) \frac{(x - \mu)^k}{(x - \mu)^{1+k}}.\]
Here, three parameters are included. A variation of \( k \) rescales the curve (figure (Fig. 3)) and has to be positive.

![Figure 3](image3.png)

Figure 3: The Lévy distribution (51) with fixed \( \sigma, \mu \) and varying \( k \).

According to [31], this parameter correlates with the fractional order of a diffusion equation. The second parameter \( \mu \in \mathbb{R} \) generates a translation along the \( x \)-axis (figure (Fig. 4)), and the changing of \( \sigma \) also leads to a rescaling (figure (Fig. 5)). This parameter has to be positive, too. Furthermore from (51) can be seen, that at \( x = \mu \) the function owns a singularity for \( k \geq 0 \).

In order to discuss the domain, \( x \geq \mu \) is to be set, even if the function (51) might be defined for some cases of \( k \) for a larger space. However, the norm \( n = m_0 = 1 \) must be fulfilled for all parameters \( k, \mu \) and \( \sigma \).

The momenta of the Lévy distribution (51) are calculated in the following way:

2.6 Momenta of second Lévy distribution
with momentum integral
The momentum integral is
\[ m_i = \int_{\mu}^{\infty} x^i \exp\left(-\frac{\sigma}{\pi(x-\mu)}\right) \sigma^k \frac{\Gamma(k)}{(x - \mu)^{k+1}} \, dx. \quad (65) \]

After the substitution \( x - \mu = \xi \), \( dx = d\xi \) follows
\[ m_i = \int_{0}^{\infty} (\xi + \mu)^i \exp\left(-\frac{\sigma}{\xi}\right) \frac{\sigma^k}{\Gamma(k) \xi^{k+1}} \, d\xi. \quad (66) \]
Using the binomial theorem, this integral can be transformed into
\[ m_i = \int_0^\infty \sum_{j=0}^i \frac{\mu^i \sigma^j}{\Gamma(k)} (k-j)^{x-1} \exp(-\gamma) \, dx, \] 
and after swapping summation with integration, the momentum \( m_i \) can be regarded for the real parts \( \Re(\sigma) > 0 \)
\[ m_i = \sum_{j=0}^i \frac{\mu^i \sigma^j}{\Gamma(k)} (k-j) = \mathcal{F}_i(-\gamma, 1-k, \sigma/\mu). \] 

With this, the following characteristic momenta \( m_i \) are found for the generalized Lévy distribution with \( k > i \):
\[ n \to m_0 = 1, \quad \mu \to m_1 = \mu + \sigma \gamma, \quad \sigma^3 \to \frac{1}{(k-3)(k-2)(k-1)^2}. \]
Here the results for \( i \geq 1 \) have only formal character due to the fact, that the conditions \( k > i, k > 0 \) and \( i > 0 \) causes singularities for integer \( k, i \).

### 2.7 Momenta of second Lévy distribution with momentum generating function
Another way to calculate the momenta, can be done by the momentum generating function:
\[ g(t) = \frac{\sigma^k}{\Gamma(k)} \int_0^\infty \frac{\exp(tx - \sigma \pi x)}{(x-\mu)^{k+1}} \, dx \]
\[ = \frac{\sigma^k}{\Gamma(k)} \int_0^\infty \frac{\exp(t(\mu + \xi) - \sigma \xi)}{\xi^{k+1}} \, d\xi \]
\[ = \frac{2 \exp(t(\mu)/(\sqrt{-\sigma} t)^k}{\Gamma(k)} \frac{\Gamma(2\sqrt{-\sigma} t)}{K_k(2\sqrt{-\sigma} t)} \]
This result, containing the modified Bessel function of the second kind, leads to the same result (68), but not as easy as before.

### 3 The Cauchy Distribution
A second example of a distribution function, which is not less important, is the Cauchy distribution. In literature it is also named after Augustin Cauchy and Hendrik Lorentz as Cauchy-Lorentz distribution or Lorentz distribution. It can be found as Breit Wigner distribution, too. Its form is defined by a function of the type
\[ f(x,x_0,\gamma) = \frac{1}{\pi} \left( \frac{\gamma}{(x-x_0)^2 + \gamma^2} \right) \]
and arises similarly in the family of curves of third order as “Versiera di Agnesi” (see [4]) and also concerning a Fourier cosine transform, \( C \mathcal{F}_c \{ f(t) \} \sim \frac{\alpha}{\alpha^2 + (\omega - \omega_0)^2} + \frac{\alpha}{\alpha^2 + (\omega + \omega_0)^2} \). Physically, such kind of functions appear as cross section of resonant nuclear scattering as form [([54])]\[
\sigma(E) \sim \frac{(E/E_0)^2}{(E - E_0)^2 + (E/E_0)^2},
\]
as energy distribution for transient spectra of particles, and can be understood as resonance curves in physics of particles, or as driven harmonic oscillator.
In the first part the fundamental solution was determined for the Cauchy problem (57). By setting \( \alpha \to 1 \) the Cauchy distribution (45) could be obtained. The momenta of this function (45) are now determined according to the time-fractional diffusion equation, again to obtain information about the quality of such a diffusion process.

### 3.1 Parameters and properties of Cauchy distribution
In this paper, the Cauchy distribution is considered in the form
\[ f(x, \mu, \sigma) = \frac{\sigma}{\pi (x - \mu)^2 + \sigma^2}, \]
where \( \mu \) and \( \sigma \) are parameters. By setting \( \mu = 0, \sigma = D \) \( t \) we arrive at (45). For this function the following limits are valid:
\[ \lim_{x \to \infty} \frac{\sigma}{\pi (x - \mu)^2 + \sigma^2} = 0, \]
\[ \lim_{x \to -\infty} \frac{\sigma}{\pi (x - \mu)^2 + \sigma^2} = 0. \]
As can be seen in figure (Fig. 6), the variation of the parameter \( \mu \) with \( \sigma = 1 \) leads to a translation of the maximum along the \( x \)-axis. Changes of the parameter \( \sigma \) with \( \mu = 1 \) lead to different scaling (see figure (Fig. 7)). Due to the fact, that the function values are related with probabilities, there is a need of \( \sigma > 0 \).
Concerning the asymptotes, the term
\[ \lim_{x \to \pm \infty} \left| \frac{\sigma}{\pi (x - \mu)^2 + \sigma^2} - \frac{\sigma}{\pi (x - \mu)^2} \right| = 0, \]
\[ \lim_{x \to \pm \infty} \left| \frac{\sigma}{\pi (x - \mu)^2 + \sigma^2} - \frac{\sigma^2}{\pi (x - \mu)^2} \right| = 0. \]  
(71)
menta is determined. Starting with the substitution
\( x - \mu = \xi, \, dx = d\xi \), this leads to

\[
m_i = \int_{-\infty}^{\infty} (\xi + \mu)^i \frac{1}{\pi} \frac{1}{\xi^2 + \sigma^2} d\xi.
\]  
(74)

The binomial theorem is applied again, and integration and summation are swapped. Thereby results

\[
m_i = \frac{\sigma}{\pi} \sum_{j=0}^{i} \binom{i}{j} \mu^{i-j} \int_{-\infty}^{\infty} \frac{\xi^j}{\xi^2 + \sigma^2} d\xi.
\]  
(75)

Now, the integrand is symmetrical for even \( j \) and antisymmetrical for odd \( j \). Thus, the odd \( j \) can be omitted by \( j \to 2j \) and \( i \to \left\lfloor \frac{i}{2} \right\rfloor \), where the Gaussian bracket function \([n]\) gives an integer \([n]\) \leq n. By this results \( j = 0 \):

\[
m_i = \binom{\left\lfloor \frac{i}{2} \right\rfloor}{\left\lfloor \frac{i}{2} \right\rfloor} \sum_{j=0}^{\left\lfloor \frac{i}{2} \right\rfloor} \binom{i}{j} \mu^{i-2j} \sigma^2 \Gamma \left( \frac{1}{2} - j \right) \Gamma \left( \frac{1}{2} + j \right).
\]  
(76)

The momenta diverge for \( j > 0 \). Therefore, the norm \( n = 1 \) and the expectation value \( \mu \to \mu \) can be used only. The formal variance \( \sigma^2 \to -\sigma^2 \) is negative, which has no meaning.

3.3 Momenta of Cauchy’s distribution by momentum generating function

In order to fulfill the quality gate, being described above, the way using the momentum generating functions leads to

\[
m_i = \frac{\partial^i}{\partial t^i} \left[ \int_{-\infty}^{\infty} e^{tx} f(x) \, dx \right]_{t \to 0}
\]  
(77)

This integral leads to the exponential integral function and causes more complicate results than (76).

4 Discussion and Conclusion

In the previous sections the statistical momenta of various fractional diffusion equations are considered.

For the time fractional equation the general expression for the momenta of \( m \)-th order was found in accordance to the quality gate. This is of the form

\[
M(m) = \frac{a^{\frac{m}{\alpha}} t^{\frac{m}{\alpha}} \Gamma(1 + m)}{\Gamma(1 + \frac{m}{2})}.
\]  
(78)
From this the significant momenta like expectation value, variance and asymmetry are determined. For the norm the result is

\[ n = M(0) = 1. \]  

(79)

The expectation value is usually represented as the first normalized momentum. One finds

\[ \mu = \frac{M(0)}{M(1)} = \frac{\sqrt{at^\alpha}}{\Gamma(1 + \frac{\alpha}{2})}. \]  

(80)

![Figure 8: Expectation value of the solution (11) of time-fractional diffusion equation with varying \( \alpha \) and \( a = 98 \times 10^{-6} \).](image)

If one looks at the graphical representation for different values of \( \alpha \) one finds different root functions whose steepness increases with increasing \( \alpha \).

Furthermore, it can be seen that the functions for the expectation value are monotonically increasing with time. However, since this quantity can be interpreted as a thermal center, the question of model alternatives is raised here, because in experiments it does not move only in one direction.

The variance is from statistical point of view defined as the central normalized second momentum. It is

\[ \sigma^2 = \frac{M(2)}{M(0)} - \frac{M(1)^2}{M(0)^2} = at^\alpha \left( -\frac{1}{\Gamma(1 + \frac{\alpha}{2})^2} + \frac{2}{\Gamma(1 + \alpha)} \right). \]  

(81)

Due to the fact that \( \alpha \) is in \([0, 1]\) we have root functions for this quantity, too. These are also monotonously increasing.

Furthermore it should be pointed out, that in literature the variance is equated with the second momentum (see e. g. [15, 25, 36]). Using the definition from statistics, according which the variance is the second normalized central momentum, other proportionality constants result, which stand ahead of the time power.

![Figure 9: The Variance of the solution (11) of time-fractional diffusion equation with varying \( \alpha \) and \( a = 98 \times 10^{-6} \).](image)

The asymmetry is the central normalized third momentum with

\[ \sigma^3 = \frac{M(3)}{M(0)} - 3 \frac{M(2)M(1)}{M(0)^2} + 2 \frac{M(1)^3}{M(0)^3} = 2a^{\frac{3}{2}}t^{3\alpha} \left( \frac{1}{\Gamma(1 + \frac{3\alpha}{2})^3} - \frac{3}{\Gamma(1 + \frac{3\alpha}{2})^3 \Gamma(1 + \alpha)} + \frac{3}{\Gamma(1 + \frac{3\alpha}{2})^4} \right). \]  

(82)

![Figure 10: The Asymmetry of the solution (11) of time-fractional diffusion equation with varying \( \alpha \) and \( a = 98 \times 10^{-6} \).](image)

The arithmetic expression is again proportional to a power of the time \( t \), whereby \( \alpha \) is included in the exponent. The asymmetry also represents a monotonous function in \( t \) for \( \alpha \in [0, 1] \).

The consideration of all momenta makes clear that model extensions and alternatives are needed to describe real experiments with this theory, because measurements on heat conduction will show that the statistical momento expectation value, variance and asymmetry are anything but monotonous functions.

Furthermore, at this point the question must be asked whether it is at all permissible to compare a...
theory in infinite boundaries with experimental data in finite boundaries.

The second equation which has been investigated had a space-fractional derivative which has been described using the Riesz operator. The result was the Lévy - and Cauchy distribution for special choices of the derivative parameter $\alpha$. For both distributions the momenta in infinite boundaries were determined. Here, however, it was shown that some of them did not exist at all. There is also the discrepancy that theoretical momenta do not exist but measured ones can be determined.

This suggests in a first step the extension of the theory to momenta in finite boundaries. Hereby the existence of the momenta for the solution of the space-fractional differential equation (36), which are Lévy distribution and Cauchy distribution, is established.

Furthermore, theory and experiment have to be combined. Another forthcoming paper discusses this on the basis of a heat conduction experiment.
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