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Abstract: - The impact of financial development on economic growth has always been an important issue. Especially when financial crises occur, the relationship between financial markets and financial crises and economic activities is on the agenda. The main purpose of this study is to determine the relationship between financial development and economic growth in the Azerbaijani economy. For this purpose, VECM model estimation and Granger causality analysis was performed by taking monthly data between 2005-2019. As a result of the analysis, it was revealed that there is a two-way relationship between financial development and economic growth in Azerbaijan.
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1 Introduction

When the economic literature is examined, the phenomenon of economic growth is one of the issues that attract attention in every period. Different economic growth performances of countries are effective in keeping this interest alive. This situation prompted economists to explain why countries show different growth performance. Recently, whether the financial system is an important determinant of the economic growth process has become one of the issues discussed in the literature. Many economists even see financial development as one of the main factors for the growth of the real economy.

The main function of the financial system is to transfer funds from units that have excess funds in the economy to units that need funds. The financial system fulfils this function through financial instruments, intermediaries and legal regulations that shape the behavior of these units. Increasing and developing financial intermediaries, creating new financial instruments, and making the financial system stable with new legal regulations is necessary for both the development of the financial system and for feeding the real economy.

The development of the financial sector includes both financial expansion and financial deepening. While financial expansion is related to the spread of financial services and the growth of financial institutions, financial deepening can be expressed as per capita financial services and an increase in the ratio of institutions or financial assets to income. The development of the financial sector through the expansion or diversification of financial markets provides better allocation of resources.

The relationship between financial development and economic growth has been frequently analyzed in the literature and is still being analyzed. According to some researchers, financial development plays an important role for economic growth, while for others it can be considered unimportant. Schumpeter [83] claims that banking activities are the engine of economic growth. However, Robinson [78] states that the key factor that financial development follows economic growth is the initiatives put into operation. In addition, Lucas [63] thinks that the role of the financial sector is exaggerated. The first empirical study in this field belongs to Goldsmith [45] and states that there is a positive relationship between per capita income and financial development. The literature is examined under three headings according to the direction of the causality relationship. The first is the supply-leading approach, which argues that financial development based on Schumpeter [82] positively affects economic growth. According to this approach, the
financial system plays a key role for economic growth. The financial system, which effectively fulfils its intermediary function, increases the economic growth by meeting the funding requirements required for investments. The relationship is one-way and from the financial system to economic growth. The second is the demand-following approach, starting with Robinson [78] and stating that financial development follows economic growth. The direction of the relationship is from economic growth to financial development. In addition, there are studies such as Demetriades and Hussein [29] advocating that there is a two-way causality relationship between financial development and economic growth, both supply-driven and demand-driven. The third emphasizes that there is no causal relationship between financial development and economic growth, as concluded from Lucas' [62] study.

2 Literature Review

In the literature, it is the dominant view that financial development positively affects economic growth. It can be said that the relationship between the development of the financial system and economic growth was first mentioned by Smith. Another economist who clearly stated that the financial sector would favorably support economic growth was Joseph Schumpeter. Schumpeter, in his study in 1912, suggested that the well-functioning banking system played a role in economic growth by encouraging entrepreneurs to use new technologies that enable the most efficient ways of production [82]. In the following years, the view that financial development positively affected economic growth was supported by studies by Goldsmith [45], McKinnon [66], Fry [43], Bencivenga & Smith [20], King & Levine, [57] and King & Levine [58].

Although the view that financial development will cause economic growth is dominant, there have been economists who have adopted the view that this relationship is exaggerated and there is no remarkable link between the two variables. In this context, Robinson's work in 1952 and Lucas' work in 1988 draw attention. According to Robinson and Lucas, economic growth consists of two basic sources, physical and human capital, and financial development has no significant impact on these two sources [36]. Some of the studies investigating the relationship between economic growth and financial development concluded that both variables affect each other simultaneously. The prominent among these studies can be listed as Demetriades, Hussein [29], Shan, Morris, & Sun, [85] and Al-Yousif [6].

Pioneering studies examining the relationship between financial development and economic growth were initiated by Schumpeter [81], Gurley and Shaw [48], Goldsmith [45], Patrick [75], McKinnon [66], and Shaw [86]. King and Levine [54] made a great contribution in the development of studies on this topic. In their study, they used annual financial development indicators, growth rates and physical capital accumulation data in 80 countries for the period of 1960-1989; they concluded that there was a strong and positive relationship between economic growth and the other variables in the long run. The criteria which were used for financial development in this study, have been widely used in other studies [7].

Wolde-Rufael [89] investigated the relationship between economic growth and financial development by using the VAR analysis in Kenya for the period 1966-2005. Findings have shown that financial development promotes economic growth in Kenya and that policies to strengthen the development of the financial sector can contribute to economic growth.

Anwar and Sun [8], showed that the level of financial development in Malaysia significantly affected the domestic capital stock that contributed to economic growth using the GMM (Generalized Moments Method) for the period 1970-2007. However, they observed that the direct effect of the level of financial development on economic growth in Malaysia is statistically insignificant.

Zhang et al. [91] examined the relationship between financial development and economic growth at the city level in China for the period 2001-2006 using the GMM method. The results showed that there is a positive relationship between economic growth and the financial sector. It has been determined that the size and depth of the financial sector promotes economic growth.

Shahbaz et al. [84] explained the effects of economic growth, coal consumption and trade openness on financial development by using Bounds Test in South Africa in the period of 1965-2008. It is concluded that economic growth and financial development are co-integrated.

Menyah et al. [67], 1965-2008 investigated the relationship between financial development and economic growth in 21 African countries with Bootstrap Panel Causality Test. It has been observed that financial development supports economic growth to a limited extent.

Samargandi et al. [80] analyzed the relationship between financial development and economic
growth in 52 middle income countries in the period 1980-2008 by using the average group estimates pooled in the dynamic heterogeneous panel. In the long term, it was observed that there is an inverted U-shaped relationship between finance and growth, and in the short term, the relationship is insignificant.

Luintel et al. [63], in their research conducted by Bayesian method in 69 countries during the period of 1989-201, found that there was a significant relationship between economic growth and financial development in high-income countries. In middle and low-income countries, it does not exist.

Atje and Jovanovic [13] concluded that stock markets and bank loans positively affected economic activities in their studies in which 94 countries used annual data for the period 1960-1985. Similar results were consistent with the findings obtained in studies by Demirgüç-Kunt and Maksimovic [30] and Levine and Zervos [61].

According to the causality hypothesis, supply-led growth takes place in the early stages of economic development, financial opportunities such as diversification of financial instruments and services, mobilizing savings and providing capital accumulation stimulate the increase in investments. After this stage, causality emerges from economic growth to financial development and a demand-driven growth hypothesis takes place [23].

Arestis et al. [9], using quarterly data covering 1972-1998 period, investigated the relationship between financial development and growth in Germany, USA, Japan, England and France by cointegration and error correction model methods. They found that developments in the bank and stock markets increased economic growth. In addition, Arestis et al. [10] analyzed the relationship between financial development and growth in countries covering South Korea, the Philippines, Thailand, Greece, India and Egypt, using annual data for the period 1955-1997, using different variables and cointegration and error correction model methods. In the study, they found that only four out of six countries had positive and significant effects of real interest rates on financial development in the long run.

Al-Yousif [6] investigated the relationship between the data of 30 developing countries and financial development and economic growth for the period 1970-1999 by using panel method and Granger causality test. Although the research finds that the causality between financial development and economic growth is in both directions, it has reached the conclusion that the relationship between financial development and economic growth cannot be generalized.

Beck et al. [17] used the generalized OLS method in their study with annual data covering 77 countries for the period 1960-1995. As a result of the study, they found that financial intermediation has a positive effect on total factor productivity and GDP growth, whereas this effect is weak on physical capital increase and savings.

Henry [50] tested whether liberalization in stock markets increased investments by using panel data method in 11 developing countries (Brazil, Argentina, Chile, Colombia, India, Korea, Malaysia, Mexico, Philippines, Thailand, and Venezuela) using annual data from 1970-1990 period. As a result of the study, it was concluded that liberalization in the stock market increased private sector investments in 9 of the 11 countries examined.

Levine et al. [61] investigated whether financial intermediation had an impact on economic growth and whether the countries’ creditor rights and surveillance and control systems could explain financial development with annual data for 74 countries between 1960-1995. In the study using dynamic panel techniques, they concluded that financial intermediation development accompanied economic growth, and that the improvement in the legal and accounting systems of countries along with financial development accelerated economic growth.

Muslimov and Aras [69] investigated the relationship between capital market development and economic growth in 22 OECD countries between 1982-2000 using panel method and causality tests. In the study, capital market capitalization and liquidity indicators are used as a proxy for capital market development. As a result of Granger causality tests, it was found that the development of the capital market caused economic growth.

Fink et al. [41] examined the effects of bond market development on economic growth in the period of 1950-2000 in 13 developed countries. In their study, which included Granger causality test and cointegration analysis, it was revealed that the development of the bond market affected the real economic activity. In the study, they achieved results that supported the demand-following and supply-led approach in Italy, Japan and Finland, the supply-led approach in the USA, Germany, Austria, England and Switzerland, and the weak supply-led approach in the Netherlands and Spain.

Battacharya and Sivasubramanian [21] have demonstrated the existence of a causality from M3
(as a proxy for financial development) to national income in their study, where they examine the causal relationship between financial development and economic growth for India.

Calderon and Liu [23] investigated the relationship between financial development and economic growth in the 1960-1994 period in 109 developed and developing countries, using the ratio of money supply to national income and the ratio of loans to the private sector to the national income as a proxy for financial development. In the research findings, it was concluded that financial development affects economic growth positively through capital accumulation and productivity.

Christopoulos and Tsionas [27], examined the relationship between financial depth, which was considered as a proxy of financial development, and economic growth in 10 developing countries including Colombia, Paraguay, Peru, Mexico, Ecuador, Honduras, Kenya, Thailand, Dominican Republic and Jamaica using the panel cointegration method with annual data for the period 1970-2000. As a result of the analysis, a long-term relationship between financial development and economic growth and a strong causality from financial development to economic growth was found.

Beck and Levine [16] investigated the relationship between financial development and economic growth in 40 countries using panel method between 1976-1998. They used different variables as an indicator of financial development, transaction volume and market capitalization, as indicators of development of stock markets, bank loans as financial indicators for the banking sector. As a result of the estimation, they showed the existence of a relationship between financial development and economic growth.

Dritsakis and Adamopoulos [33] investigated the relationship between financial development and economic growth using a cointegration model for Greece using quarterly data from 1960 to 2000. In the model, there is a cointegration relationship between financial development and economic growth. They also revealed that there is a causal relationship between financial development, economic openness, and economic growth in the error correction model.

Rioja and Valev [77] concluded that financial development affects economic growth by accelerating the increase in productivity in countries with high levels of welfare and accelerates capital accumulation in developing countries with low levels of financial development, using panel data in 74 countries between 1961-1995.

Caporale et al. [24] analyzed the stock market and economic development for the 5 Southeast Asian countries in accordance with their internal growth models with quarterly data between the first quarter of 1979 and the fourth quarter of 1998, using Toda-Yamamoto causal methods. In the model, gross fixed capital accumulation (as a ratio to nominal GDP), investment efficiency and as financial development indicator two criteria (market capitalization rate and the value of shares traded on the stock market) were used. As a result of the model, it has been revealed that the capital market contributes to economic growth by increasing investment efficiency.

Chang and Caudill [26] tested supply-led and demand-following approaches for financial development and economic growth in Taiwan for the period 1962-1998. In the study, per capita income as per dependent variable, independent variables M2GDP as a measure of financial development, import and export were used. As a result of the Granger causality test, it was observed that there was a one-way causality from financial development to economic growth, and it was concluded that the supply-led approach was applied in Taiwan.

McCaig and Stengos [65] analyzed the relationship between financial intermediation development and economic growth in their study using the annual data for 71 countries between 1960-1995. When local private loans or liquid liabilities are used as a financial development criterion, it is revealed that the development in financial intermediation has a strong and positive effect on growth.

Ndikumana [71] found that financial intermediation affected investments in 99 countries by using panel data for 1965-1997. In the study, it was emphasized that the practices of reducing the financial intermediation transaction costs by the countries and strengthening the rights of creditors and investors will encourage investments by facilitating the development of banks and exchanges.

Rousseau and Vuthipadadorn [79], analyzed the existence of effect of financial intermediation on investments and growth using error correction model and causality tests 10 Asian countries (India, Indonesia, Japan, Korea, Malaysia, Pakistan, Philippines, Singapore, Sri Lanka and Thailand) for 1950-2000 period. The model results show that financial development is a driving force for investments, and there is a one-way relationship from financial development to investments in most countries.
Ang and McKibbin [7] analyzed the relationship between financial development and economic growth in Malaysia, using cointegration and causality methods with annual data for the period 1960-2001. In the study, they found that financial liberalization stimulated development in the financial sector, there was a positive relationship between financial depth and economic growth, and growth in the long run increased financial depth.

Shahbaz et al. [83], in their study for Pakistan between 1971-2006, investigated the relationship between the development in stock markets and economic growth by cointegration method. The results of the study showed that there is a strong relationship between the development in the stock market and economic growth, and there is a bidirectional causality between stock market development and economic growth.

Abu-Bader and Abu-Qarn [1] investigated the relationship between financial development and economic growth in the Middle East and North African countries for the period 1960-2004, including Algeria, Egypt, Israel, Morocco, Syria and Tunisia, using the VAR method and Granger causality tests. Strong results supporting the supply-led hypothesis, suggesting that financial development led to economic growth in five of the six countries, were found in the study. For only Israel, a causality from economic growth to financial development has been found.

Enisan and Olufisayo [38] investigated the relationship between the development of the stock market and economic growth in seven lower Sahara countries using the ARDL Bounds test method. In the study, they determined that there is a cointegration relationship between the development of the stock market and economic growth in Egypt and South Africa, and they showed that the development in the stock market has a positive effect on economic growth. Granger causality tests have revealed that the development in the stock market has led to economic growth in Egypt and South Africa.

Kar and Pentecost [55], analyzed the relationship between financial development and economic growth in Turkey for the 1963-1995 period using cointegration and error correction methods with annual data. In the study, they used the change in national income per capita as a dependent variable, and five different indicators of financial development as the explanatory variable (money supply as a ratio to national income, bank deposits, loans extended to the private sector, domestic loans total, and the ratio of private sector loans in domestic loans). In the study, they concluded that the direction of financial development and economic growth may change depending on the selected financial development indicator.

King and Levine [58] tested Schumpeter’s view to measure the relationship between financial development and economic growth in their study using data from 80 countries for the period 1960-1989. A strong correlation was found between various variables that measure the level of financial development, and GDP per capita and growth rate. It is concluded that financial services encourage economic growth by increasing capital accumulation and efficiency.

Gregorio and Guidotti [46] analyzed the long-term relationship between financial development and economic growth, and loans given by the banking system to the private sector were used as indicators of financial development. A positive correlation was found between this variable and GDP, and this effect was observed to vary from country to country. In the study conducted for Latin American countries, the result of this correlation was negative. The results obtained reveal that the effect of financial development on economic growth is through productivity channel rather than investment channel.

Naceur and Ghazouni [70] analyzed the relationship between finance and economic growth by using unbalanced panel analysis for 11 MENA countries. The impact of financial development on growth has been addressed in terms of both banking and capital markets. According to the results, a negative or insignificant effect of financial development on economic growth has emerged. The underdeveloped financial system is shown as the reason for this effect. The necessity of improving the functions of the banking sector in the MENA region and strengthening the banking within the institutional framework was put forward as a policy proposal.

Bozoklu and Yilanci [22] investigated the relationship between financial development and economic growth for 14 developing countries in the period of 1988-2011 using the Panel Granger causality test developed by Dumitrescu-Hurlin. According to the results, it was observed that financial development caused strong economic growth. In addition, it was concluded that financial systems of these countries should be developed in line with their growth targets.

Aydin et al. [14] determined the relationship between financial development and economic growth in the 1990-2009 period for 14 developing countries through panel data analysis. 5 different
variables were used as an indicator of financial development, and according to the findings, it was revealed that the savings should be integrated into the financial system through the capital market rather than the banking sector. In addition, increasing the competition between financial institutions and decreasing the net interest margin can contribute positively to economic growth.

Aydın and Malçoğlu [15] analyzed the relationship between financial development and economic growth using Dumitrescu-Hurlin Panel Causality test in their study. In this study, in which OECD countries were analyzed in the 1980-2014 period, loans given by the financial sector were used as an indicator of financial development. According to the findings, causality was determined from financial development to economic growth, but no causality from economic growth to financial development was found.

Fink et al. [40] analyzed the years between 1996 and 2000 to see the effect of credit, bond and stock markets in 9 transformation economies, which are members of the EU, on the economic growth. They stated that transformation structure varies between countries, and financial structures (except the stock market), where public sector support is available, have a positive effect on economic growth and financial stability.

Winkler [88] states that a strategy that operates with the logic that allowing foreign banks to enter the sector will provide financial stability in order to achieve financial development as a result of the study on Southeast European countries.

Caporale et al. [24] analyzed 10 newly transformed economies in the EU using the dynamic panel data method for the period 1994-2007. They state that the stock and credit markets in these economies have not yet developed and their contribution to economic growth is limited as they lack financial depth. In line with the findings, they have obtained from the application, the banking sector is the most influential contributor to economic growth. The relationship between the variables is one-way and from financial development to economic growth.

Akimov et al. [4] examined the 1984-2004 period using fixed effects and dynamic panel tests for 27 developed and emerging transformation economies. They stated that, contrary to some studies, they found a positive and strong relationship between economic growth and financial development.

Soultanaeva [87] analyses the relationship between financial development and economic growth using quarterly data for three Baltic countries: Latvia, Estonia, and Lithuania. The author, who preferred the VAR (Vector Autoregressive Model) method in her study of 1995-2008 period, later used the bootstrap critical values by Li and Maddala (1997). As a result of the findings obtained from the application, it indicates that a development in the banking sector may lead to economic growth in the long term.

Cojacaru et al. [28] tested the former communist Central and Eastern European countries and Commonwealth of Independent States countries using the GMM method to understand the impact of financial development on economic growth. They used many variables as proxy for financial depth and effectiveness in their studies covering the period of 1990-2008. The results they obtained from the study; private sector loans positively affect economic growth, but in the presence of high inflation rates, this positive effect becomes statistically insignificant. High interest rates prevent economic growth by reducing inter-bank competition.

Ağayev [2] analyzed the relationship between financial development and economic growth for 20 transition economies. In his study, which covers the period of 1995-2009, the Pedroni co-integration test was applied using the data obtained from the World Bank. The level of financial development is represented by the share of the banking sector loans in GDP and the economic growth is represented by increase in real GDP growth. The application findings indicate the supply-led growth, that is, the relationship between the variables is from financial development to economic growth.

Dudian and Popa [34] analyzed the relationship between financial development and economic growth for eight Central and Eastern European countries with transformation economies in their studies, which they excluded Slovenia and Slovakia from the analysis due to data constraints. The variables they take to measure financial development, the broad defined money annual growth rate, the share of domestic loans to the private sector in GDP, the share of interest rate and non-performing loans in total loans. The dependent variable is the annual GDP growth rate. Variables were obtained from the World Bank data base. Findings obtained by developing four different scenarios and testing the relationship between variables; bad loans and a spread in interest rates have an important and negative impact on economic growth. Contrary to the increase in the private domestic loan share, an increase in the private sector loan growth rate and the money supply (M2) affects GDP positively.
Akinçi et al. [5] analyzed the period 1980-2011 for the OECD member countries using Pedroni and Kao cointegration test; They found that there is a long-term co-integration relationship between financial development and economic growth. According to Granger panel causality analysis, causality relationship between variables is demand-following.

Petkovski and Kjosevski [76] tested 16 countries using the GMM method in their studies on Central and Southeast European Transformation economies. Variables representing financial development were private sector loans, interest rates and money-like assets. According to the findings obtained from the data belonging to 1991-2011 period; While the margin between private sector loans and interest rates negatively affects economic growth, the effect of money-like assets on economic growth is positive.

Obradović and Grbić [72] analyzed the relationship between financial development and economic growth using quarterly data covering the period of 2004-2011 for Serbia. In the empirical part they used Todo-Yamamoto causality analysis and stated that economic growth contributes to financial deepening. They also emphasize that there is a unilateral causality relationship from the share of private entrepreneurs and household loans in GDP to economic growth. There is a bilateral causality relationship only between the share of the non-financial private sector in total domestic loans and economic growth.

Lawal etc. [60] in their research used ARDL related forecast techniques to study the existence of cointegration between economic growth, financial development, and trade openness in Nigeria. The results show that there is a two-way integration between economic growth and financial development, on the other hand, between economic growth and trade openness. In this paper used the ARDL model for the existence of cointegration between variables or for other types of analysis. In our analysis, real gross domestic product (RGDP), the proxy for economic growth, net credit to the private sector (NDC) as a percentage of GDP, and stock turnover rate (STR) as a percentage of GDP were used. While the supply (M2) represents variables for measuring financial development as a percentage of GDP, the openness of trade is the proxy for total foreign trade (TRD) as a percentage of GDP.

Oskonbaeva [73], research the causal relationship between financial development, trade openness and economic growth. The empirical analysis of this study consists of panel data of 9 transition countries (Ukraine, Armenia, Azerbaijan, Belarus, Georgia, Kazakhstan, Kyrgyzstan, Moldova, and Tajikistan) in the period 1998-2015. To investigate the causality relationship between financial development and economic growth, three-stage Panel Granger causality test was used. The results show that there is evidence of bilateral causality between financial development and economic growth in the short term. Policy makers in transition countries should consider the impact of financial development on economic growth.

Belazreg, and Mtar, [18] Using the panel vector auto-regressive model and examine interactions between the openness of trade, innovation, financial development and economic growth in 27 OECD countries between 2001-2016. The results show that there is a neutral relationship between economic growth and innovation, innovation and financial development, and innovation and trade.

In recent years, several studies have been conducted in Azerbaijan, especially on financial development and economic growth. Brief information about some of these studies is given below.

Humbatova etc. [51] examines the relations between GDP in Manat and Dollar and total electric energy consumption (1995-2017) for the last 22 years in the Republic of Azerbaijan. Besides, the relations between the electric energy consumption and the growth of GDP in these sectors were analyzed. Autoregressive distributed lag model was used as a research methodology. Stationary tests of variables (ADF, PP, and KPSS) and Pairwise Granger Causality Tests were done. Stability of models was examined. Evieves_9 econometric software program was used to establish graphics and do calculations. Result of research there is a positive correlation not only in GDP and electric energy consumption but also electric energy consumption and GDP in different sectors of economy.

Akbulaev and Huseynova [3] research the relationship between the domestic credit volume and the gross domestic product in the public and deposit banks were analyzed by using the quarterly data covering the periods of 2006-2017 for Azerbaijan. The reason for selection of 2006-2017 period is to release process of the New Azerbaijani Manat in the Republic of Azerbaijan in 2006. As a result of the analysis, it was concluded that each of them was first-order stationary series and there was no long-run relationship between them. Eventually, the result of Granger causality test, which is applied for credit volume and economic growth, has a
bidirectional causality relationship between two series. Mukhtarov etc. [68] in their paper investigates the impact of government education expenditures on economic growth in Azerbaijan during 1995-2017 using the Vector Error Correction Model (VECM). Since the study uses time series variables the unit root properties of employed variables are tested for non-stationarity. Stationarity of the data is tested using conventional Augmented Dickey-Fuller test. Different cointegration methods, namely, Johansen, DOLS, FMOLS and CCR are used to get more robust results. The results from cointegration methods are consistent with each other and confirm existence of long-run relationship among the variables. This implies that there is a long run relationship between government expenditures on education and economic growth in Azerbaijan. To test the quality of the model residuals of the model are tested for the serial correlation, heteroskedasticity, and normality. The model is checked for model misspecification and stability. The results of all above mentioned tests are found to be adequate. Moreover, estimation results of VECM show that government expenditures on education has positive and statistically significant impact on economic growth in the long run.

3 Data and Methodology

In this study, the effect of financial expansion on Gross Domestic Product between 2005-2019 will be tested. The data set consists of 183 observations covering the time between January 2005 and October 2019. The data were obtained from the Central Bank of Azerbaijan. The variables to be used in the econometric model are given in the table below.

<table>
<thead>
<tr>
<th>Variable</th>
<th>The role of the variable in the model</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOGGDP</td>
<td>Dependent variable</td>
<td>Gross Domestic Product</td>
</tr>
<tr>
<td>LOGM3GDP</td>
<td>Independent variable</td>
<td>The weight of M3 money supply in GDP</td>
</tr>
<tr>
<td>LOGFCFDGDP</td>
<td>Independent variable</td>
<td>The weight of FCFD loans in GDP</td>
</tr>
</tbody>
</table>

If we examine the economic model to be established in accordance with its theoretical basis, it is an opinion that the macro financial data of the country has an impact on GDP, which is accepted by theory and has been tested with empirical studies. The variable found with the ratio of M3 money supply to GDP, which is the broadest definition of money supply, is included in the model to explain whether monetary expansion is identical and cointegrated with national production. The ratio of FCFD (Foreign Currency Fixed Deposit) loans to GDP is to investigate whether the expansion of the credit base, that is, the expansion of the credit volume, has an impact on total production. The reason why both M3 and FCFD loans are considered as a ratio to GDP rather than raw data is to investigate the impact of financial data on GDP sensitively. Since the distribution of the series is not similar, they are included in the model by taking the logarithm of all three variables and seasonally adjusted by Census x12 method:

![Graph 1](LOGGDP.png)

![Graph 2](LOGM3.png)

When the graphic of the series is analyzed, it can be said that the series are not stationary, they contain seasonal fluctuations and trends. The tests mentioned above are mandatory to stabilize the series and to understand at which order they are stationary. The logarithmic values of all three variables are included in the model after being seasonality adjusted by Census x12 method.
3.1 Unit Root Analysis

In time series models, generally variables are not stationary. Regression with non-stationary variables often causes false regression. At the same time, the analysis made with non-stationary variables or the economic interpretation of the forecast is inconsistent. When time series are stationary, their covariance, variance and average do not change over time [43]. In empirical studies, unit root tests are performed to make series stationary. The most common unit root tests in the literature are Augmented Dickey Fuller (ADF), Philips-Perron and Dickey Fuller tests [85]. In the study, extended Phillips-Perron and Dickey-Fuller unit root tests were applied to investigate the stationarity.

The Dickey-Fuller [29] test has a structure that shows whether variables can be expressed in an autoregressive process in the time series. Dickey-Fuller test is a method that is decided by examining the t statistic and performs a unit root test for the y = 0 hypothesis with the least square’s method. Dickey-Fuller developed the test called the Extended Dickey-Fuller test by including the lagged values of the dependent variable as an independent variable in the model. In this test, for determining the appropriate lag order for the lagged variable, the Schwarz and Akaike criteria are used [43]. Below are the models of the test with and without trend, without constant and with trend, with constant and with trend, respectively:

\[ \Delta Y_t = \delta Y_{t-1} + \sum \delta_i \Delta Y_{t-1+\epsilon_i}\]
\[ \Delta Y_t = \mu + \delta Y_{t-1} + \sum \delta_i \Delta Y_{t-1+\epsilon_i}\]
\[ \Delta Y_t = \mu + \beta T + \delta Y_{t-1} + \sum \delta_i \Delta Y_{t-1+\epsilon_i}\]

Phillips-Perron is developed unit root tests that are commonly used in financial time series. This test differs from ADF in dealing with the problem of serial correlation and changing variance in errors. Instead of adding delayed values to prevent autocorrelation in the ADF equation, the authors re-arranged t statistics by estimating the DF equation. Below are the models of the test without constant fixed and trend, with constant and with trend, with constant and trend, respectively:

\[ Y_t = \beta Y_{t-1} + u_t (4) \]
\[ Y_t = \beta 1 + \delta Y_{t-1} + u_t (5) \text{[with constant]} \]
\[ Y_t = \beta 2 + \delta Y_{t-1} + \beta 2(t-T/2) + u_t (6) \text{[with constant and slope]} \]

The following tables provide the ADF and PP test results for all three variables:

<table>
<thead>
<tr>
<th>Test</th>
<th>Order</th>
<th>First difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADF</td>
<td>Constant and trend</td>
<td>Constant and trend</td>
</tr>
<tr>
<td>PP</td>
<td>Constant and trend</td>
<td>Constant and trend</td>
</tr>
</tbody>
</table>

Table 2: GDP - LOGGDP

<table>
<thead>
<tr>
<th>Test</th>
<th>Order</th>
<th>First difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADF</td>
<td>Constant and trend</td>
<td>Constant and trend</td>
</tr>
<tr>
<td>PP</td>
<td>Constant and trend</td>
<td>Constant and trend</td>
</tr>
</tbody>
</table>

Table 3: M3/GDP- LOGM3GDP

<table>
<thead>
<tr>
<th>Test</th>
<th>Order</th>
<th>First difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADF</td>
<td>Constant and trend</td>
<td>Constant and trend</td>
</tr>
<tr>
<td>PP</td>
<td>Constant and trend</td>
<td>Constant and trend</td>
</tr>
</tbody>
</table>

Table 4: FCFD/GDP – LOGFCFDGDP

<table>
<thead>
<tr>
<th>Test</th>
<th>Order</th>
<th>First difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADF</td>
<td>Constant and trend</td>
<td>Constant and trend</td>
</tr>
<tr>
<td>PP</td>
<td>Constant and trend</td>
<td>Constant and trend</td>
</tr>
</tbody>
</table>

* indicates that at the 5% level, the H0 hypothesis is rejected.

Lag lengths are calculated based on Schwarz information criterion and appropriate lag length is given in parentheses.

It is concluded that all three series contain unit root (H0 hypothesis cannot be rejected) at level values according to both ADF and PP test results. After the first differences of the series were taken, the unit root disappeared (H0 hypothesis is rejected, H1 hypothesis cannot be rejected). Since the test statistics in the level values of the series are greater than the critical value, it is concluded that the series contains the unit root. The series seemed to become stationary when their first differences were taken. The cointegration test was performed by believing that there may be a cointegration relationship among the series that are stationary at the same order I (1).

3.2 Johansen Cointegration Test

Cointegration is used to analyze the long-term relationship between economic variables. The variables assumed to have long-term equilibrium relationships, are tested using this method. Cointegration deals with the linear combination of non-stationary variables. According to the cointegration pre-condition, all variables must be integrated of the same order [47]. One of the most used methods in the detection of cointegration in the literature is Johansen analysis [53]. In this method, in vector autoregressive
(VAR) models, lagged values of a variable itself and all variables in the model are included. The Johansen method is an extended version of the Dickey-Fuller test. In other words, it is expressed in a high order autoregressive process as in the DF test [32].

In Johansen cointegration analysis, the rank of matrix $\pi$ must be known. Here II coefficients are (NxN) dimensional matrix. The matrix is written as $\pi = \alpha \beta$. $\beta$ shows the cointegration matrix, and $\alpha$ is the weights for the parameters of each cointegration vector. In the Johansen cointegration test: If $r(\pi) = 0$ there is no cointegration, if $r(\pi) = 1$ there is 1 cointegration, if $r(\pi) = 2$ there are 2 cointegration relations, $r(\pi) = r$ there are r cointegration relations.

In case of cointegration test, VAR model should be developed by using the level values of the series and the appropriate lag length should be determined.

Before proceeding to the Johansen Cointegration test, the VAR (1) model was developed to determine optimal lag length, and the number of lags was decided based on the Awaik and Swarz information criteria. Up to 12 lag counts, the appropriate lag length was found to be three (3) based on both Awaik and Shwarz criteria.

Before proceeding to the Johansen Cointegration test, the VAR (1) model was developed to determine optimal lag length, and the optimum lag length was found to be 3, based on LPE (consecutive harmonized LR test statistic), FPE (last prediction criterion), AIC (Akaike Information Criterion) and the SC (Schwarz information criterion) information criteria:

### Table 5: Determining Optimal Lag Length

<table>
<thead>
<tr>
<th>Lag Length</th>
<th>LogL</th>
<th>LR</th>
<th>FPE</th>
<th>AIC</th>
<th>SC</th>
<th>HQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1678.352</td>
<td>NA</td>
<td>2323325</td>
<td>25.04524</td>
<td>25.04524</td>
<td>25.04524</td>
</tr>
<tr>
<td>1</td>
<td>1119.740</td>
<td>935.839</td>
<td>1773764</td>
<td>18.29983</td>
<td>18.50193</td>
<td>18.40653</td>
</tr>
<tr>
<td>2</td>
<td>1143.265</td>
<td>2316330</td>
<td>161785.1</td>
<td>18.34649</td>
<td>18.70552</td>
<td>18.43526</td>
</tr>
<tr>
<td>3</td>
<td>1175.705</td>
<td>17.43710</td>
<td>16794.355</td>
<td>18.25020</td>
<td>18.63560</td>
<td>18.59994</td>
</tr>
<tr>
<td>4</td>
<td>1156.685</td>
<td>12.80827</td>
<td>17225.61</td>
<td>18.36494</td>
<td>19.11328</td>
<td>18.51348</td>
</tr>
<tr>
<td>5</td>
<td>1131.181</td>
<td>8.75069</td>
<td>18426.46</td>
<td>18.37369</td>
<td>19.37998</td>
<td>18.37957</td>
</tr>
<tr>
<td>6</td>
<td>1122.235</td>
<td>5.14832</td>
<td>18449.99</td>
<td>19.32380</td>
<td>19.97745</td>
<td>18.58425</td>
</tr>
<tr>
<td>7</td>
<td>1140.396</td>
<td>5.20011</td>
<td>20253.61</td>
<td>18.42080</td>
<td>19.60178</td>
<td>19.99062</td>
</tr>
<tr>
<td>8</td>
<td>1142.865</td>
<td>11.25297</td>
<td>20991.05</td>
<td>18.45160</td>
<td>20.01895</td>
<td>19.11718</td>
</tr>
</tbody>
</table>

LM test was performed to investigate whether there is autocorrelation in the optimal lag length found. 3rd Lag Length was tested for autocorrelation:

### Table 6: Autocorrelation Test

<table>
<thead>
<tr>
<th>Lag</th>
<th>LM-Stat</th>
<th>Prob</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13.15070</td>
<td>0.1559</td>
</tr>
<tr>
<td>2</td>
<td>15.21575</td>
<td>0.0852</td>
</tr>
<tr>
<td>3</td>
<td>10.31326</td>
<td>0.3257</td>
</tr>
<tr>
<td>4</td>
<td>7.561442</td>
<td>0.5789</td>
</tr>
<tr>
<td>5</td>
<td>15.49914</td>
<td>0.0781</td>
</tr>
<tr>
<td>6</td>
<td>10.09251</td>
<td>0.3430</td>
</tr>
<tr>
<td>7</td>
<td>6.379983</td>
<td>0.7014</td>
</tr>
<tr>
<td>8</td>
<td>2.017304</td>
<td>0.9912</td>
</tr>
<tr>
<td>9</td>
<td>4.373142</td>
<td>0.8852</td>
</tr>
<tr>
<td>10</td>
<td>17.54503</td>
<td>0.0408</td>
</tr>
<tr>
<td>11</td>
<td>15.07624</td>
<td>0.0889</td>
</tr>
<tr>
<td>12</td>
<td>6.108068</td>
<td>0.7291</td>
</tr>
</tbody>
</table>

According to the hypotheses of the LM autocorrelation test, H0 hypothesis states that there is autocorrelation at the 5% significance level, and H1 hypothesis states that there is no autocorrelation. As a result of the test, it was observed that there was no autocorrelation in the third lag since 7.566811, the value calculated for the 3rd lag, was significant at 5% level and less than the table value in accordance with the 4th degree of freedom ($\chi^2_{0.005; 4} = 9.448$). In this case, the H0 hypothesis cannot be rejected.

To ensure the stationarity condition, Heteroskedastic (variance variance) test was performed to test whether the variance of the error term is the constant for all periods. According to the results of the White test, it was determined that there was no changing variance at 5% significance level, that is, the variance of error terms was constant for all periods:

### Table 7: White test for Changing Variance

<table>
<thead>
<tr>
<th>$\chi^2$</th>
<th>Df</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>32.52745</td>
<td>38</td>
<td>0.1187</td>
</tr>
</tbody>
</table>

* Stability condition has been ensured by autocorrelation and variance test, and it has been concluded that the results of the analysis are economically significant.

To determine the presence of cointegration and the number of vectors, trace (ttrace) and maximum eigenvalue ($\lambda_{max}$) values are checked. It is decided that cointegration exists when the trace and maximum eigenvalues are greater than the critical values of 5% significance level. Here H0 hypothesis states that there is no cointegration ($r = 0$), and H1 alternative hypothesis states that there is a cointegration relationship ($r > 0$). Within the
framework of these hypotheses, the findings of the cointegration test are given in the table below:

**Table 8: Evaluating hypothesis based on \( \Lambda_{\text{trace}} \) values**

<table>
<thead>
<tr>
<th>Null hypothesis ( H_0 )</th>
<th>Alternative Hypothesis ( H_1 )</th>
<th>( \Lambda_{\text{max}} ) value</th>
<th>0.05 critical value</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>r=0</td>
<td>r&gt;0</td>
<td>86.84169</td>
<td>35.19275</td>
<td>0.0000</td>
</tr>
<tr>
<td>r&lt;1</td>
<td>r&gt;1</td>
<td>41.29980</td>
<td>20.26184</td>
<td>0.0000</td>
</tr>
<tr>
<td>R&lt;2</td>
<td>r&gt;2</td>
<td>3.442907</td>
<td>9.164546</td>
<td>0.5014</td>
</tr>
</tbody>
</table>

In the table, \( r \) represents the cointegration number. Critical values are taken from MacKinnon and probability values.

According to the results of the test, trace and maximum eigenvalues are greater than 5% critical values. At least 1 cointegrated relationship has been found. That is, LOGGDP, LOGM3GDP and LOGFCFDGDP variables are cointegrated. We can understand the long-term relationship among the variables by interpreting the following coefficients:

**Table 9: Evaluating hypothesis based on \( \Lambda_{\text{max}} \) values**

<table>
<thead>
<tr>
<th>Null hypothesis ( H_0 )</th>
<th>Alternative Hypothesis ( H_1 )</th>
<th>( \Lambda_{\text{max}} ) value</th>
<th>0.05 critical value</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>r=0</td>
<td>r&gt;0</td>
<td>45.54189</td>
<td>22.29962</td>
<td>0.0000</td>
</tr>
<tr>
<td>r&lt;1</td>
<td>r&gt;1</td>
<td>37.85689</td>
<td>15.89210</td>
<td>0.0000</td>
</tr>
<tr>
<td>R&lt;2</td>
<td>r&gt;2</td>
<td>3.442907</td>
<td>9.164546</td>
<td>0.5014</td>
</tr>
</tbody>
</table>

Considering the data in the table, we can interpret the long-term relationship among the variables LOGGGDP, LOGM3GDP and LOGFCFDGDP. According to the findings of the econometric model, 1 million manat increase in M3 money supply increases GDP by 0.16 and 1 million manat increase in FCFD loans increases GDP by 0.13.

### 3.3 Vector Error Correction Model (Vec)

To investigate short-term dynamics between LOGGDP, LOGM3GDP and LOGFCFDGDP variables that are cointegrated in the long term, the Vector Error Correction Model has been estimated. The information obtained because of the estimation is given below:

\[
\Delta \text{LOGGDP}_t = \alpha_0 + \alpha_1 \Delta \text{LOGM3GDP}_t + \alpha_2 \Delta \text{LOGFCFDGDP}_t + \alpha_3 \text{TREND}_t + E\text{CT}_t-1 + E_t
\]

\[
\text{LOGGDP}_t = -0.002\text{Ec}_t, 
\]

\[
\text{LOGGDP}_{t+1} + 0.16\text{LOGM3GDP}_{t+1} + 0.24\text{LOGFCFDGDP}_{t+1} + 0.15 \text{LOGGDP}_{t+2}, 0.001 (8)
\]

\[
R^2=0.53
\]

\[
R^2=0.52
\]

An increase by 1 unit increase in the M3 money supply increases the GDP in one period by 0.16 and after two periods by 0.15. Significance disappears after 2 periods. The 1-unit increase in FCFD loans increases GDP by 0.24 after 1 period. The fact that the coefficient of the error term is negative, and the t statistic is significant indicates that the error correction model is significant. The fact that the coefficient of the error term is found to be negative indicates that it has returned to the equilibrium in the long term despite deviations from the equilibrium in the short term. Findings are statistically and econometrically significant and economically have a lower result than expected.

### 4 Conclusion

In the empirical study conducted to measure the impact of financial expansion on GDP in Azerbaijan, firstly the logarithmic values of the variable were taken, since their scales are not close to each other. The results of the unit root tests showed that all three variables are stationary of the order 1. Then, before proceeding to the cointegration test, the optimal lag length was found and diagnostic tests such as autocorrelation and variance were performed for this lag length, and as a result, no problem was found to affect the model. According to the results of Johansen cointegration test, 1 million manat increase in M3 money supply increases GDP by 0.1, and 1 million manat increase in FCFD loans increases GDP by 0.13. A significant relationship was found between variables in the short and long term. The results of the error correction model confirmed the short-term significance. According to the cointegration test results, the accuracy of the H0 hypothesis established within the scope of the study was accepted. (H0: Financial expansion increases GDP. H1: Financial expansion does not increase GDP).
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