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Abstract: An improved graph based association rules mining (ARM) approach to extract association rules from text 
databases is proposed in this paper. The text document in the proposed technique is read only once to look for the 
terms whose occurrences are greater than some threshold value, these terms are stored in a file with their 
frequencies, then they are represented as nodes in a weighted directed graph where edges represent relations 
between these terms, the edges will denote the associations between terms while the edges' weights denote the 
strength or confidence of these rules. The proposed method is called Dynamic Graph based Rule Mining from Text 
(DGRMT) because the graph is built level by level according the length of a sentence (number of frequent terms). 
Weighted subgraph mining is used to ensure the efficiency and throughput of the proposed technique; only the 
most frequent subgraphs are extracted. The proposed technique is validated and evaluated using real world textual 
data sets and compared with one of the best graph based rule mining technique, which is algorithm for Generating 
Association Rules based on Weighting scheme  (GARW). The results determine that the proposed approach is 
better than GARW on almost all textual datasets.  
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1. Introduction 

 

 
 
Information from text documents can be easily 
stored, managed and retrieved by using digital 
methods, at the same time, there is no need to take 
care of hard-copy documents. The importance of 
automated text analysis increased in several 
computer applications, as information retrieval, 
document summarization, text classification, and text 
pattern mining. [1]  
Several efforts were done to develop algorithms for 
text processing. One of the earliest methods for text 
representations is Bag of Words (BOW) [2]. This 
strategy is regarded as unsuccessful technique due to 
absence of connections among words in the text file, 
BOW model represents a text as a bag of its words 
regardless to the grammar or word order in the text 
documents but keeps the number of times each word 
appears in the bag. Another text representation model 
based on the BOW model is the vector space model 
(VSM). The disadvantages of VSM may be 
summarized by: a) No term's order in text documents. 
b) Terms are considered independent from each 
other. c) Documents with similar definitions but 
different terms may not be associated together. 
Whereas the advantages of VSM are: a) VSM is 
simple as it depends on linear algebra. b) No binary 
term weights. c) Partial matching of terms and 
sentences is permitted. Another model for retrieving 

information from text documents is the standard 
Boolean model (SBM)[3], SBM is considered as the 
first model for extracting information from text files 
since it mainly depends on Boolean logic and set 
theory where the documents are considered as set of 
terms, information extraction is based on whether or 
not the text documents contain the required terms. 
Some of the advantages of SBM are: a) Very simple 
to implement. b) Obvious concepts. While the main 
disadvantages of SBM are: a) All terms have the 
same weights. b) Difficulty in query conversion into 
Boolean expression.  c) No documents' ranking. 
The relationships between words are of great 
importance as these relationships help in the 
discovery of their meanings in the text, and so letting 
the analysis of texts to be done [3]. A graph-based 
representation of text was recommended as a solution 
to solve the shortcomings of BOW approaches to 
handle these problems. 
The main goal of this paper is to propose a dynamic 
method for building a directed association graph 
from single terms to n-long terms in order to mine 
strong association rules from text documents as 
displayed in section 5. 
The rest of this paper is systematized as following: 
Section 2 talks about the graph theory. Some related 
works are briefly discussed in section 3. Section 4 
talks about association rules mining. The proposed 
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graph based document rules mining technique 
(GDRM) is illustrated in section 5. The short 
experiments to prove the effectiveness of GDRM is 
displayed in section 6, conclusion and future works 
are displayed in section 7. 
 
2. Graph Theory 

 
Any graph G is defined as 2-tuple: G = (V, E), where 
V is a finite non-empty set of vertices or nodes and E 
is a finite set of edges connecting each pair of 
vertices. A graph may be directed (digraph) which is 
a graph that has directed edges, or undirected, which 
is one in which edges have no direction. A graph in 
which many edges among the vertices are required is 
called multi-graph, where a graph in which all edges 
have a label that is positive integer is called weighted 
graph. Weighted graphs may be directed or 
undirected. Figure 1 demonstrates all these general 
types of graph. 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1: Main Types of Graphs 

As mentioned earlier in the previous section, any 
graph consists of finite non-empty set of nodes or 
vertices and a finite set of edges to link these nodes 
together.  In the graph representation of textual data, 
the nodes represent paragraphs, sentences, phrases, 
or words, where the edges of the graph capture 
various types of relationships between two or more 
nodes as semantic, syntactic relationships or co-
occurrence network over the text. The co-occurrence 
network, is one of the most common techniques for 
text representation, in comparison to the BOW 
model, this model gives an important background to 
define relationships among words. 
co-occurrence networks are the helpful connection of 
terms depending on their paired occurrence within a 
specified part of text document. Graph or networks 
are constructed by linking pairs of terms using some 
measures defining simultaneously existence of terms. 
For example, terms "Computer" and "Networks" may 
be said to “exist together” if they both found in a 
specific article. Another article may contain terms 
"Network" and "Security". Linking "Computer" to 
"Network" and "Network" to "Security" produces a 
co-occurrence system of these three terms.  
 
Each text document d D is represented as a graph 
Gd = (Vd , Ed) where the nodes correspond to the terms 
t of the document and the edges represent co-
occurrence relationships between terms. If Gd is 
directed then the actual flow of text is well-
maintained, otherwise each edge represents co-
occurrence of the connected terms regardless to their 
order. The weight of any edge reflects the number of 
co-occurrences of two terms in the document, term 
weights will be briefly discussed in the next sub 
section.  
 

2.2 Term Weight  
Assigning weights to the terms in a text document is 
a technique that occurs through the text indexing 
process to evaluate the value of each term. Term 
weighting is giving numerical values to terms that 
denote their rank in a document to improve retrieval 
efficiency. 
Every term in the text document has a weight, the 
weight is the number of edges going inside the node 
in the graph of words. The text document is stored as 
a vector of weights in the direct and inverted index. 

a) Multi-graph b) Weighted-
graph 

c) Undirected 
graph 

d) Digraph 
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2.1 Text Documents As Graph Nodes 



 
 
 
 
 
 
 
 
 
 

 
Fig. 2: An Example of Term Weights 

 
The weight of each word in this example is computed 
as following, w (computer) = 2, w (Network) = 2, w 
(Security) = 1, w (Data) = 1, w (Structures) = 2, and 
w (Wireless) = 1. 
 
Def1: Term frequency – inverse document frequency 
(TF-IDF): is one of the most popular term-weighting 
approaches used nowadays, it reflects the importance 
of  a word in a document of textual database. It is 
normally used as a weighting factor in several fields 
as: information retrieval, text mining, and user 
modelling. 
 
 Def2: Let t denotes Term, d denotes document, 
textual database size N, term frequency tf (t, d), 
document frequency df(t), document length |d|, 
average document length avg, s is the slope 
parameter, then: 

TF-IDF (t, d) = (1+log(1+log(𝑡𝑓(𝑡,𝑑) ))

1−𝑏+𝑏∗
|𝑑|

𝑎𝑣𝑔

) ∗ log(
𝑁+1

𝑑𝑓(𝑡)
) 

 
In the bag-of-word representation, term weight (tw) 
is usually defined as the term frequency or sometimes 
just the presence/absence of a term. In the graph-of-
word representation, tw is the in-degree (number of 
edges going inside a node) of the vertex representing 
the term in the graph. 
 
2.3 Graph-Based Text Representation 

 
The vector space model (VSM) which depends on the 
bag-of-words approach is widely used model to 
represent text files, but VSM doesn’t deal with the 
order of the terms in the document or about the 
borders between sentences or paragraphs. And so, it 
is highly required to develop a strong and scalable 
method to represent the information extracted from 
text documents and allow visualization and query of 
such information. A graph based text representation 
model is proposed to take care of the order, co-
occurrence and frequency of the terms in a document. 

The proposed model is applied to discover implicit 
associations between two or more words (terms) in a 
large database of texts. 
In the models of graph-based text representation, a 
text is represented as a graph where the set of vertices 
(nodes) denote the terms and the set of edges denote 
relationships between these frequent terms. One of 
the most former fields that use graph to represent text 
is Natural Language Processing (NLP) [4]. One of 
the main goals of graph-based text representation 
methods is to simplify the extraction of association 
rules from these documents. 
 
2.4 Frequent Subgraph Mining (FSM) 
 
Frequent Subgraph Mining (FSM) deals with 
databases of graphs. Because of the ease with which 
data can be represented as graph formats, there has 
been much interest in the mining of graph data. The 
objective of FSM is to extract all the frequent 
subgraphs in a given dataset, whose occurrence 
counts are above a specific threshold. The problem of 
FSM can be defined as following: 
Given a graph dataset D = {G0; G1; ….;Gn}, 
support(g) denotes the number of graphs (in D) in 
which g is a subgraph. The problem of frequent 
subgraph mining is to find any subgraph g such that 
support(g) is greater than minSup where minSup is a 
minimum support threshold predefined by the user 
[5]. 

 
3. Related Works 

 
[6] illustrates a comprehensive study and comparison 
of graph based text mining and the application 
domains that use these tools 
Various approaches have been applied to deal with 
this problem. An Apriori-based algorithm used to 
discover all frequent (both connected and 
disconnected) substructures was proposed by [7, 8] 
developed FSG, a method using adjacent 
representation of graph and an edge-growing strategy 
to find all frequent connected subgraphs. In another 
work, [9] proposed gSpan which is the first algorithm 
that explores depth first search in frequent subgraph 
mining. 
Many factors determine the efficiency of any text 
classification algorithm, the main common factors 
that must be taken into consideration are the time 
required to accomplish this task and the order of 
terms, some of these studies are [10, 11, 12, 13].  
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4. Association Rules Mining (ARM)  
 
Association rules mining (ARM) approach was first 
introduced in [14], ARM is defined as the automatic 
discovery of pairs of element sets that tend to appear 
together in a general framework [15].  
 
Def3: Let X be a set of keywords, such that X = {w1 
,w2 ,..., wn} and a collection of indexed documents D 
= {d1, d2, …, dk}, where each document di is a finite 
set of keywords (di  X). A text document di contains 
Wi if and only if Wi  di. 
 
An association rule is an inference of the form           
Wi → Wj where Wi and Wj  X and they are disjoint. 
There are two important basic measures for 
association rules, support(s) and confidence(c). the 
support of the rule Wi → Wj in documents' database 
is the percentage of documents that have Wi or Wj or 
both of them to the total number of documents in the 
database, formally, the support formula is given as: 
 

Support (Wi → Wj) = 
𝑆𝑢𝑝𝑝𝑜𝑟𝑡 𝑐𝑜𝑢𝑛𝑡 𝑜𝑓 𝑤𝑖  𝑎𝑛𝑑 𝑤𝑗

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠
 

 
Whereas the confidence of the rule Wi → Wj  is 
computed by this formula: 
 

Confidence (Wi → Wj) = Support (Wi → Wj)

Support (Wi)
 

The association rule-mining process consists of two 
steps:  
1) looking for all keyword combinations (term sets) 
whose support is greater than the user specified 
minimum support. Such sets are called the frequent 
term sets. 
 2) Using the frequent term sets to extract the 
association rules that satisfy a user specified 
minimum confidence. This step is straightforward. 
 
5. The Proposed Dynamic Graph based 

Rule Mining from Text 
(DGRMT)Technique 

 
In this paper, an improved graph based method for 
Generating Association Rules from database of 
documents has been proposed, the proposed method 
is Dynamic Graph based Rule Mining from Text 
(DGRMT). The DGRMT method scans the text file 
containing the generated frequent term sets only 
once. This file holds all the terms whose weight is 
greater than the threshold weight value.  
Figure 3 displays the steps of the proposed DGRMT 
algorithm, where N denote the number of terms that 

satisfy the predefined threshold weight value, these 
terms are stored in a file with their frequencies in all 
documents. The data in the file will be in table form 
that contains N rows and 4 columns, these columns 
contain document id, frequent terms, the frequency of 
each term, and their value of TF-IDF. 
 
 

 
 

 

 

 

 

 

 

 

 

Fig. 3: the steps of the proposed DGRMT algorithm 

Step 3 is repeated until no more edges can be added 
to the graph, i.e. all frequent terms and the 
relationships among them are found. DGRMT is 
dynamic with respect to the ability of building the 
document graph progressively starting from single 
frequent terms, i.e. those that have occurrences 
greater than some predefined threshold. This graph 
must be directed to reflect the order of the frequent 
terms. After that, those single terms are merged to 
make a sentence of length equals two. The predefined 
minimum support is reassigned and then any 2-term 
sentence with frequency (weight) less than the new 
value of minimum support is ignored while the others 
are used to add new edges to the constructed graph 
and this process continues until no more frequent n-
term sentences are found, where n ia an integer whose 
value is greater than two. 
 
6. Experiments  
 
The main purposes of the experiments presented in 
this section is to test the proficiency of DGRMT in 
extracting strong association rules, and to assess its 
efficiency on several text analysis and text mining 
tasks.  
The proposed DGRMT method is compared with one 
of the best graph based text mining algorithms, that 
is, the Association Rules based on Weighting 

Read the text file and look for the terms 
)1(L whose support ≥ min support 

Represent each item in L1 as a node in an 
association graph (G) 

Draw an edge between each pair of large 
1-frequent terms (L1) 

Compute the frequency of each connected 
terms and ignore those that are not 

frequent 

For each frequent term,  generate all the 
association rules that have confidence ≥ 

min confidence threshold 
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algorithm (GARW) [16]. Both GARW and DGRMT 
scans the documents only once but GARW 
concentrates only on the keyword sets that are stored 
in XML file, while DGRMT takes in consideration 
all words but abbreviations, the file for the proposed 
technique consists of the terms only  together with 
their frequencies in each document.  
the input to the proposed system is the minimum 
support threshold to extract the frequent terms and 
then the system requires the minimum confidence to 
extract only strong rules from the file containing the 
frequent terms, the output is the time required to get 
the desired rules. 
The experiments have been carried out using a 
database of documents that contains 250 documents 
is 1120 KB in size and the total number of single 
words is about 55000. Each text document consists 
of 220 single words. After the purification process, 
the number of single words is minimized to 17417. 
The proposed DGRMT algorithm use the same 
platform as GARW to assure that the comparisons are 
reasonable. The experiments were performed on a 
Core i5, 3.8 GHz system running Windows 7 with 8 
GB of RAM. The running time is reduced and the 
strongness of the extracted rules is increased using 
the proposed DGRMT in comparable to the GARW 
algorithm. 

 
Table 1: Comparison between DGRMT and GARW 

 
As shown in table 1, the time required to mine 
association rules from text documents is decreased 
dramatically using the proposed technique. 

 
7. Conclusion and Future Work 

 
A graph representation of text is an efficient 
paradigm that can successfully denote the 
relationships among the terms and the structure of the 
text file. Text reported in a graph representation is 
significant because it can be used in most text 

operations from lexical analysis of documents until 
query matching. This paper has presented an 
improved method for extracting strong association 
rules from text documents based on the weights of the 
terms, i.e. number of occurrences for each term. The 
proposed technique is called Dynamic Graph based 
Rule Mining from Text (DGRMT). DGRMT is 
dynamic with respect to the ability of building the 
document graph progressively starting from single 
frequent terms, i.e. those that have occurrences 
greater than some predefined threshold. This graph 
must be directed to reflect the order of the frequent 
terms. After that, those single terms are merged to 
make a sentence of length equals two. The predefined 
minimum support is reassigned and then any 2-term 
sentence with frequency (weight) less than the new 
value of minimum support is ignored while the others 
are used to add new edges to the constructed graph 
and this process continues until no more frequent n-
term sentences are found, where n ia an integer whose 
value is greater than two. We observed that the  
proposed DGRMT algorithm reduces the execution 
time in comparable to the Generating Association 
Rules based on Weighting scheme (GARW) 
algorithm. 
For future work, we want to apply the proposed 
algorithm to find the most meaningful rules by taking 
in consideration the features of any frequent terms 
and to excerpt the more suitable association rules that 
have better meaning. Moreover, we plan to visualize 
the mined association rules in graphical 
representation in two-dimension association 
networks. 
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