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     Abstract: In order to im prove control performance of nonlin ear systems, a predictive control method based 
on improved free sear ch algorithm and least square support vector machine was proposed. This predictive 
control method utilized least square support  vector machine to estimate the nonlinear s ystem model and 
forecast the output value. The output error is reduced  through output feedback and error correction. The 
rolling optimization of control values are obtained through an improved free search algorithm. This predictive 
control method can be used to design effective controllers for nonlinear systems with unknown mathematical 
models. Through the simulation exper iment of single variable and multivariable nonlinear systems, the 
simulation results shown that the predictive control method has an excellent adaptive ability and robustness. 

         Key-words: nonlinear systems; predictive control; improved free search algorithm; least square support 
vector machine 

1 Introduction 
  The predictive control use m odel prediction, 
on-line rolling optimization and feedback correction 
strategy, it has good  control e ffect, strong 
adaptability and robustness characteristics. The 
essence of predictive cont rol is to optim ize the 
system behaviours according to the prediction of the 
future state of the syste m[1]. At present, the 
predictive control has  a lot of practical  
applications[2-4]. 
  But there are still certain dif ficulties for th e 
predictive control of nonlinear systems, the 
prediction accuracy of the predictive m odel which 
plays an important role [5]. The precision of the 
prediction model limits the application of predictive 
control in nonlinear sy stems. The predictive control 
problem of nonlinear systems can be  transformed 
into predictive control of linear systems, the method 
include Hammerstein m odel, Wiener model, 
Volterra model or neural n etwork[6-8], etc. However, 
Hammerstein model, Wiener model and V olterra 
model can only  be used for som e specific process. 
The neural network has disadvantages include 
network topology is difficult to determine, 
convergence speed is slow, easily falling into local 
minimum. 

Support vector machine (SVM) overcome the 
disadvantages of neural  network, a nd has very 
strong generalization ability[9-10]. Based on SVM, 
least square support ve ctor machine (LSSVM) 
reduce the complexity of SVM algorithm, and it is a 
good tool for the modeling and control method for 
nonlinear systems[11-13].  

In the practic al process, th e mathematical model 
of nonlinear systems is difficult to be obtained, so it 
is very necessary to research predict ive control 
under condition of mathematical model of the 
control system is not known. Because the prediction 
model is nonlinear, the calculation of control values 
is a no nlinear constrained o ptimization problem. 
When the control value sequence is very  long, the 
optimization problem is co mplicated, 
time-consuming is long er, can not meet the 
real-time requirement of the system, so the length of 
control value sequence in each s ampling moment 
should be as short as possible. 

In order to s olve the nonl inear predictive control 
problem, this paper proposed an LSSVM predictive 
control based on improved free search algorithm for 
nonlinear systems. LSSVM is used t o establish the 
prediction model of nonli near systems, and then an 
improved free search (IFS ) algorithm which can be  
applied to rolling optim ization in nonl inear system 
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is proposed. The optimized goal of the nonlinear 
systems is obtained  through output feedback 
deviation correction, the IFS algorithm is used to 
determine the future control val ues by online 
real-time rolling optim ization. The si mulation 
results show that this pred ictive method can better 
track the referenc e trajectory and has good 
robustness to disturbances. 

2 LSSVM predictive model 
LSSVM through a nonlinear mapping ( )  , the 

sample space is m apped into a high-dimensional or 
even infinite dimensional feature spa ce[14]. In this  
feature space, there is 

( ) ( )y x x b w                (1) 
wherein w  is the weight coef ficient vector, b  is 
the constant bias. Optimal w  and b  can be 
obtained by minimizing the objective function. 
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, , 1

1 1min ( , )
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Lagrange function is established for solving  
constrained optimization problems mentioned 
above: 
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Wherein ia  is a Lagrange multiplier, the Lagrange 
function is used for solving extrem e value, and the 
above optimization problem is transformed into 
solving the linear equations. 

According to Mercer conditions, the presence of  
mapping function ( )   and kernel function ( )K   
satisfy the following equation: 

 , ( ) ( )T
i j i jK x x x x             (4)             

Nonlinear mapping ability of LSSVM prediction 
model is determined by the kernel function. Kernel 
function is used for LS SVM prediction m odel 
samples mapping from input space to feature space.  
Therefore, different kernel function has different 
learning ability and generalization abilit y. The most 
widely used is radial basis function (R BF) kernel, 
which applicable for low- dimensional, 
high-dimensional, small sample, large sample, etc., 
so this paper chooses RBF as the kernel function. 

2
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        (5) 

Wherein, 2  is the width of RBF kernel function. 
The predictive value of LSSVM model is: 

1
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i

y K x x b


         (6) 

3 Improved free search algorithm 
3.1 Standard free search algorithm 

 Free search (FS) algori thm was proposed in 
2005, it is a new optimization method based on the 
population optimization[15]. The FS al gorithm has 
good global search capability, has been widely  used 
in many optimization problems[16-18]. The FS 
algorithm includes initialization, searching and end 
condition judgment. The algorithm  is described as 
follows: m  is the individual' s number, 

, (1 )j j m   is the thj  individual. 
, (1 )k k m   is pheromone markers coordinates 

point. n  is the num ber of variables in the tar get 
function. , (1 )i i n   is space di mension, T  is 
the search step， , (1 )t t T   is the current step，

min max, ( [ , ])ji jiR R R R  is the thj  individual’s 

search range in the thi  variable spatial 
neighborhood, G  is variable spatial neighborhood. 

Free search algorithm’s population i nitialization 
generally adopts the following strategy: 

0 min max min( ) (0,1)ji i i i jix X X X random       (7) 

0 jix  is the ani mal's initial position com ponent. 

min iX  and max iX  is the boundary of search space, 
(0,1)jirandom  is a random number between 0 and 

1. In the search process es, the individual anim al 
update the position as following: 

0 2 (0,1)tji ji tji tji tjix x x x random      (8) 

Wherein, tjix  is the update d animal individual 
position component. In t he free sear ch algorithm 
model, individual moves a search step co mprises T 
steps. The individual is m ove a s mall step in  
multidimensional space, its purpose is to find better 
solutions to the objective function. The modification 
strategy tjix  can be expressed as: 

max min( ) (0,1)tji ji i i tjix R X X random      (9) 
  In individual sear ch process, the t arget function 
symbol’s regulation is: 

( ),

max( ).
tj tji

j tj

f f x
f f



               (10) 

The update pheromone defined as follows: 
/ max( )j j jPH f f           (11) 

Wherein, max( )jf  is the thj  optimal values o f 
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individual. Then updating the sensitivity jSE  as 
following: 

minj jSE SE SE             (12) 

max min( ) (0,1)j jSE SE SE random      (13) 

Wherein, min minSE PH ， max maxSE PH . 
  After this search round is end, the next starting 
point of the search is determined. 

'
0'

0
0 , ( ).

, ( ),ji k j
ji

ji k jP

x P S
x

x S

  


           (14) 

  Free search algorithm  end conditi ons can be 
described as follows:  
(1) The objective function,  which ach ieve the 

global optimal solution: max optf f  
(2) The search a lgebra g  reaches the ter mination 

algebra G : g G  
(3) One of the above conditions are met. 
3.2 Improved free search algorithm 

Standard free sear ch algorithm is put forward to  
find the maximum objective function as the  
optimized object. The prediction model in this paper 
needs to make the error between the predicted value 
and the actual value  is smaller . Thus t he 
optimization object is  to obtain m inimum value. 
This paper will change the standard free search 
algorithm pheromone updating algorithm modified 
as following equations to achieve the minimum 
value: 

  
( )

min( )
tj tji

j tj

f f x
f f



              (15) 

min( ) /j j jPH f f           (16) 

Search radius jiR is an im portant parameter in  

free search algorithm. jiR decide the quality of  
search process. It is a constant in st andard free 
search algorithm. If the  search radius big, the 
individual search range is wide, and  it required a  
longer time, and it has low convergence accuracy. If 
the search radius is too s mall, it is easy to fall  into 
local optimum. Therefore this paper uses the  
following dynamic search radius m ethod. In the 
process of optimization search, radius decreases. Its 
initial value is (0) 1jR  . While the  step of search  
increases, the radius reduced. 

min min

min min

( 1) ( )
( )

( )
j j

j
j

R R t R t R
R t

R R t R
     

 (17) 

The sensitivity param eters also have a great  
influence on the free sear ch algorithm’s 
performance.  The appropriate reduction on 
sensitivity can increase random  in the individual’s 
search neighborhood and enhance the search ability  
of the algor ithms. So this article m odifies the 
sensitivity as follows. 
     minj jSE SE SE                    (18) 

max min( ) (0,1)j jSE SE SE random        (19) 

  Above all, in this pap er, the steps of LSSVM 
predictive control based on im proved free search  
algorithm for nonlinear systems can be described as 
follows: 
Step1 Initialization 
1.1 Set search initial value: population size M , 
maximum algebra G , search step T , the range of 
parameters to be optimized.  
1.2 Uniformly generating initial  population 
according to Equation (7). 
1.3 Initialize search: according t o the i nitial value, 
we obtain the initial pheromone. Release the initial  
pheromone. Get the initial search results. 
Step 2 Searching 
2.1 According to the E quation (18) and Equation 
(19), calculate the sensitivity. 
2.2 According to the Equation (8) and Equation (9), 
determine the new starting point. 
2.3 Select the appropriate objective function,  
calculate the fitness value. 
2.4 According to Equatio n (15) and Equation (16) , 
calculate pheromone, according t o Equation (7), 
release pheromones, we obtain the search results. 
2.5 select and retain the best individual. 
2.6 adjust the se arch radius according to Equation 
(17). 
Step 3 Termination condition judgment 
   Judge the term ination condition, if it satisfied,  
then output optimal results. 
4 LSSVM pr edictive control based on IFS  
algorithm 
  Considerin g a following constrained discrete-time 
multivariable nonlinear system with m dimensional 
input and n dimensional output[10]. 

min max min max

( ) ( ( 1), , ( ), ( ), , ( 1),
. . , , 1, , .j j j j j j

y k d f y k d y k d p u k u k q
st u u u u u u j m

         
       
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(20) 
Wherein, ( )u k  is input, ( )y k  is output at 
moment k, d  is system delay, p  is order of input, 
q  is order of output, the constraints condition limit 
variation range of contro l variables and control 
increment. 

For a gi ven sample data set { , }k k dx y  , 
( ( 1), , ( ), ( ), , ( 1))kx y k d y k d p u k u k q        

, the predicted output at next m oment through 
LSSVM can be expressed as following 

   11
1

( , )
N

k k kk d
k

y a K x x b


 


        (21) 

4.1 The design of the predictive controller 
For a control sy stem with delay as d , output is  
( )y k d  when system input is ( )u k . The system 

LSSVM model predicted output  ( )y k d  can be 
obtained by current moment control variable ( )u k , 
past input a nd output values. If input contro l 
variable to be optim ized is ( 1)u k  , then sy stem 

predicted output will be ( 1)y k d


  , the error 
between system actual output and pred icted output 
is: 

( ) ( ) ( )e k d y k d y k d


          (22) 
The correction is obtained by deviation correction: 

( 1) ( 1) ( )py k d y k d e k d


         (23) 

For a control sy stem with m dimensional input 
and n dimensional output, the design of controller is 
find the m inimum value of following fitness 
function through IFS optimization algorithm. 

2

1

2

1

( ) [ ( ) ( )]

[ ( 1) ( )]

P

ri pi
i

M

j j j
j

F y k i y k i

u k j u k j





     

   




  (24) 

  The IFS algorithm is u sed for fi nd a group of 
optimal control vector 
( ( ), ( 1), , ( 1))u k u k u k M     that make fi tness 
function has minimum value, and the first vector 

( )u k  will be acted on the controlled object. 
LSSVM predictive co ntrol based on IFS 

algorithm for nonlinear systems as shown in Fi gure 
1. 

ry ( )u k( )F  ( )y k d

( )y k d




( 1)y k d


 

( )e k d
( 1)py k d 

Fig.1 LSSVM predictive control model based on IFS algorithm 
4.2 The algorithm stability analysis 
  Assuming kF  is the objective function of  k-th 
optimization, by the Equation (24) shows 0kF  . 
If k  , the system is stable when 0kF F  . 
When 0F  , by Equation (19) know 

( ) ( )pi riy y   , that is s ystem output is equal to 

the desired output. It is only need to prove 0F   
when k  , then the sy stem is asymptotically 
stable. 
  Using reduction to absurdit y, assuming k   
there is 0F  , it is can be seen kF  is monotone 
decreasing function by IFS algorithm, at tim e k, 
there is: 

1 00,k k k kF F F F F F        
  0F  is object fitness function value at i nitial time 
and it is  a constant. Obv iously kF  is a bounded 
closed set, from  the W eierstrass theorem known 

kF  have maximum value. Let m aximum value of 

kF  is maxF , because 0F   and object 
fitness function is non-negative, there is max 0F  , 

kF  is transformed into the following form: 
1

0 0 max
0

k

k t
t

J J J J k J




       

  Because of max 0F  , the above equation 
indicate that F    when k  , obviously, 
it is conflict  with t he objective fitness function is 
non-negative, therefore it is 0F  . 
  From the above proof p rocess shows the control 
system of this paper is asymptotically stable. 
4.3 The steps of algorithm 

The steps of LSSVM pr edictive control model 
based on IFS algorith m in this paper can b e 
described as follows: 
Step1 The parameters of LSSVM and IFS algorithm 
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initialization; 
Step2 Applying the in put excitation signal to 
nonlinear systems, get the input and  output data 
samples, LSSVM model is trained u sing training 
samples, LSSVM prediction m odel of nonlinear 
systems is established; 
Step3 LSSVM model is tested by  using the testing  
samples, repeatedly testing and m odifying the 
prediction parameters, until test error m eet the 
requirements; 
Step4 The determ ined control value ( )u k  at 
moment k , system output is ( )y k d , system 

predicted output is ( )y k d


 , the optimal control 
vector ( ( 1), ( 2), , ( ))u k u k u k M     as the 
individuals of IFS algorit hm, the sy stem predicted 

output ( 1)y k d


   will be obtained by  LSSVM 
predictive model, fitness function ( )F   is 
calculated; 
Step5 The control  value sequence 
( ( 1), ( 2), , ( ))u k u k u k M     will be 
optimized by IFS algorithm , the optim al control 
value will be obtained; 
Step6 The optim al control value ( 1)u k   at next 
moment will be act on nonlinear sy stems, return to  
Step4, until simulation is end. 
5 Simulation 
5.1 IFS algorithm simulation 

In order to verif y the perform ance of IFS 
algorithm, Sphere function and Rosenbrock function 

is chosen as test function. 
Sphere function: 

2
1

1

n

i
i

f x


                 (25) 

Rosenbrock function: 
1

2 2 2
2 1

1
[100( ) ( 1) ]

n

i i i
i

f x x x





        (26) 

 The optimization objective is to find the minimum 
value of 1f  and 2f , the range  of testing function 
parameters, algorithm parameters and best fitness 
after optimization is shown in T able 1. For 
comparison, Table 1 also presents the standard FS 
algorithm optimization results. 

 

 

 

 

 

Table 1 Simulation parameters and optimization results 

Parameters Best fitness 

[ 50 50]ix   ， 4n  ，

0.9  ， 0.95  ，

(0) 1jR  ， 50M  ，

50G  ， 20T   

FS 2.3211 

IFS 1.0738 

[ 2.048 2.048]ix   ，

6n  ， 0.9  ，

0.95  ， (0) 1jR  ，

20M  ， 50G  ，

20T   

FS 6.6546 

IFS 4.7782 

  Figure 2 is the fitness curve of fu nction 1f , and 
Figure 3 is the fitness cu rve of function 2f . The 
results from Table 1, Fi gure 2 and  Figure3 can be  
seen the IFS algorithm  is better than standard FS 
algorithm in the accuracy  of convergence, 
convergence speed and optimization results. 
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Fig.2  Fitness curve of function 1 
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Fig.3  Fitness curve of function 2 

5.2 SISO nonlinear systems simulation 
Considering the nonlinear object as follows: 

2 2

0.5 ( 1) ( 2)( ) 0.3cos(0.5 ( 1) ( 2)))
1 ( 1) ( 2)

1.2 ( 1)

y k y ky k y k y k
y k y k

u k

 
    

   
 
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            (27) 
The predictive model is established thr ough 

LSSVM algorithm, input signal is white noise with  
amplitude from -1 to 1, t he former 250 group data 
for training, the latter 25 0 group data for testing, 
off-line modeling for LSSVM model, the 
parameters of LSSVM  are obtain ed by cross 
validation method, modeling parameters are   is 
7.22, 2  is 218.92. Figure 4 is the actual value 
compared with the predictive value of the test s et, 
Figure 5 is predictive erro r comparison of the test 
set. From Figure 4 an d 5 can be seen that the  
LSSVM model has a g ood predictive effect for 
nonlinear object. 
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Fig.4 The comparison between predicted and actual value 
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Fig.5 The predictive error curve 

  The given reference signal is a square wave 
signal (sin(0.2 ))ssign kt , the si mulation steps 

0.1st  , simulations parameters are: 0.9  ，

0.95  ， (0) 1jR  ， 5M  ， 10G  ， 5T  ，

( ) [ 3,3]u k   ，the predictive length 5P  , the 
control length 3M  . In order to com pare the 
control effect, compared with the particle s warm 
optimization (PSO) opti mized LSSVM predictive 
control method in literature [ 10]. Figure 6 is the 
output tracking curve of reference signal for 
nonlinear systems. In order  to verify 
anti-interference ability of method in this paper, a 
step signal with am plitude of 0.5  is added as 
interference in the 12s, Figure 7 is  the out put 
tracking curve of reference signal for nonlinear  
systems under interference. From  Figure 6  and 
Figure 7 can be seen for  the SISO s ystem, this 

predictive method in this paper has a good tracking  
ability for the input refer ence signal. At the same 
time, the method can also track inp ut reference 
signal under interference, it has good r obustness for 
the disturbance.  
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Fig.6 The output tracking curve of reference signal 
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Fig.7 The output tracking curve of reference signal under 

interference 

5.3 MIMO nonlinear systems simulation 
 The following two input and two output nonlinear 
systems as the simulation object: 

1 1 1 22
1

2 2 1 22
2

1 2

2( 1) 0.6 ( ) ( 1) 0.2 ( 2),
1 ( )

2( 1) 0.5 ( ) 0.3 ( 1) ( 1),
1 ( )

. . 5 , 5.

y k y k u k u k
y k

y k y k u k u k
y k

st u u

      


      


  
             (28) 

  The input signal is 1000 groups white noise with 
amplitude from -1 to 1, t he former 800 groups f or 
training, the latter 200 groups for t esting, two 
nonlinear systems are modeling with off-line, the 
modeling parameters are:   is 1.23 and 2  is 
67.14 for 1y ,   is 1.96 and 2  is 42.38 for 2y . 
Figure 8 is co mparison between predicted and 
actual value of  1y ,  Fig ure 9 is comparison 
between predicted and actual value of 2y , Figure 
10 is predicted error of 1y  and 2y . From these 
figures can be seen, LSSVM model has goo d 
predictive ability for MIMO nonlinear systems.  
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Fig.8 The comparison between predicted and actual value of 
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Fig.9 The comparison between predicted and actual value of 
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Fig.10 The predictive error curve 

The given reference signal is a square wave signal  
(sin(0.2 ))ssign kt , the simulation steps 0.1st  , 

the simulation parameters are: 0.95  ，

0.95  ， (0) 1jR  ， 10M  ， 15G  ， 5T  ，

( ) [ 5,5]u k   , the predictive length 4P  , the 
control length 3M  . In order to com pare the 
control effect, compared with the particle s warm 
optimization (PSO) opti mized LSSVM predictive 
control method in literature [10]. Figure 11 is output 
tracking curve of reference signal for 1y , Figure 12 
is output tracking curve of reference signal for 2y .  
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Fig.11 The output tracking curve of reference signal for 1y  
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Fig.12 The output tracking curve of reference signal for 2y  

  From above figures can be seen, for MIMO  
nonlinear systems, the predictive contr ol method in 
this paper can gi ve the a ppropriate control value, 
make nonlinear sy stems can better tracking 
reference trajectory, therefore, the  predictive 
controller is also applicable to the MIMO nonlinear 
systems. 

6 Conclusion 
  This paper studied single v ariable and 
multivariable nonlinear systems control problem,  
proposed LSSVM predictive control method based 
on IFS alg orithm. The LSSVM is used for of 
nonlinear systems modeling, this m odel only need 
system input and output data, d on not need t he 
accurate mathematical model of nonlinear sy stems. 
IFS algorithm is used for online rolling optimization 
of control value that meet the system requirements. 
Comparison of experim ental simulation show that 
this predictive control method has good  control 
effect, and also has bet ter adaptive abilit y and 
robustness. 
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