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Abstract: - A new approach to solve some complicated problems using supercomputers is presented which is 

based on the notation of parallel data and means of definition of new relationship between them that is called 

parallelism between data. Parallel data are different data related to one event existing in different time (time 

parallel) and/or additional feature parallel. In practice parallel data can be used for the prediction of earthquakes 

or any other hazards, economics (business, macroeconomics), prediction of political events (elections, 

distribution of political forces), for effective solutions of some prediction problems  in medicine or other fields. 
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1 Introduction 
Creation of supercomputers, widespread adoption of 

cluster systems, connection of computers with each 

other by means of local and global networks, caused 

attraction of users to computation process and made 

possible to perform various tasks. This includes a 

task of weather forecast, simulation of nuclear test, 

etc. It can be said that supercomputers bring new 

possibilities for automation of prediction processes. 
In its turn, working with supercomputers requires 

knowledge of characteristics of parallel computing, 

effective setting of tasks for multiprocessing 

systems, familiarization with various instrumental 

means, which facilitate this process. Although, it is 

also necessary to conduct advanced theoretical 

works, in relation to algorithms and software with 

parallel structure [1,2]. 

In the result of development of parallel 

computing, the paradigm of parallel programming 

was formed [3,4,5]. Today there is two approaches 

to the paralleling of computing process [6]. They are 

data parallelism and message passing. Both 

approaches are based on distribution of computing 

on processors of parallel computer, available to the 

users. At the same time, it is necessary to solve 

various problems. But no one of them is associated 

with the specifics of computing on supercomputers. 

In this article we consider, at the one hand, the 

models of new type of predictable processes (called 

conditional, temporal, expandable matrix of vectors) 

and, on the other hand, an new fundamental style of 

programming (called  fundamental style  of parallel 

data) for processing of these models .  

 

 

2 Forecasting Problems 
Our main goal is to develop algorithms to solve 

some forecasting problems of predictable processes. 

We consider three type forecasting problems: 

earthquake prediction problem, prediction in 

economy and problems of diagnostics in medicine.  
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2.1  The Earthquake Prediction Task 
Our goal is to develop algorithms, to solve the task 

of forecast of predictable processes, in particular, an 

earthquake. A relevance of this task is defined by 

the fact that earthquakes are natural disasters with 

most number of victims, losses and destructive 

results of impact on human environment.    

Under the earthquake prediction we mean 

determination of the location, time and magnitude of 

earthquake. A prediction is divided into long-time 

(throughout decades), middle-term (years in 

advance), short-term (days, months in advance) and 

operative (minutes, hours in advance) earthquakes. 

This classification is quite conditional. Each stage of 

prognosis is based on a certain complex precursor – 

geophysical phenomenons (mainly), which occur 

prior to the earthquake.  

At the same time, the geophysical precursors are 

divided into seismic, hydro, geodynamic, 

deformation, geochemical, thermal, gravitational, 

electromagnetic precursors and those obtained by 

means of remote monitoring with use of satellite 

technologies, developed in recent years  [8].   

Despite the fact that there are many precursors. 

Neither of them gives a correct prediction about the 

time, location and magnitude of the future 

earthquake. The possibility of successful prediction 

by means of each precursor does not exceed 0.5% 

[9]. One way to solve this problem is to use  

simultaneously several precursor for prediction, but 

there is not a sufficient information in this regard. 

The practice of recent years shows that their 

integrated use would improve the reliability and 

efficiency of prediction, at least in the middle-term 

prognosis [10].  

There are up to five thousand indicators and 

precursors of forthcoming earthquake and neither of 

them guarantees a high level of correct prediction. 

We call geophysical phenomenon an unusual, 

special event, which in general is a precursor of 

earthquake. 

 

2.2  Forecasting Models in Economy 

Business-forecasting tasks may include: 

demand, intermittent demand, time and space 

hierarchies, shares, macroeconomic indicators, 

commodity groups, new products and more. 

Consider two tasks: predicting demand and 

interruption request. That's the solution of these 

two tasks will be discussed in the example 

when "parallel data".  
In this article we consider, at the one hand, the 

models of new type of predictable processes (called 

conditional, temporal, expandable matrix of vectors) 

and, on the other hand, an new paradigm of 

programming (called parading  of parallel data) for 

processing of these models.   

For the computer presentation of  mathematical 

models of prediction processes, we will use so-

called conditional temporal expandable matrices of 

vectors (hereinafter – the expandable matrix). For 

the computer presentation of mathematical models 

of prediction processes, we will use so-called 

conditional temporal expandable matrices of vectors 

(hereinafter – the expandable matrix). 

Each event impacting an event to be predicted, is 

represented in the form of separate vector of data. 

The word “conditional” in the name of matrix 

means that  it is now known in advance, how many 

events impact an event to be predicted (i.e. how 

many vectors of data are contained in the matrix). 

The matrix is dynamical, therefore, some events 

(and respective vectors) are erased from it, some are 

added and some are moved into another place. The 

word “temporal” is used in the name of matrix 

because the number of row depends on the time. 

These vectors are shown on the figure by directions 

of arrows, which are directed from the bottom 

upwards.  In each vector, the data is arranged 

according to the time.  

 

2.3  Problems of Medical Diagnostics 

The objects are patients. The features 

characterize the results of the examination, the 

symptoms of the disease and the methods of 

treatment used. Examples of binary features: 

gender, presence of headache, weakness. An 

ordinal symptom is the severity of the condition 

(satisfactory, moderate, severe, extremely 

severe). Quantitative features - age, pulse, blood 

pressure, hemoglobin in the blood, the dose of 

the drug. The symptom description of the 

patient is, in fact, a formalized history of the 

disease. Having accumulated a sufficient 

number of cases in electronic form, different 

problems can be solved: 

  classify the type of disease (differential 

diagnosis); 

  determine the most appropriate method 

of treatment; 

  predict the duration and outcome of the 

disease; 

  assess the risk of complications; 
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 find the syndromes - the most 

characteristic for the disease set of 

symptoms. 
The value of such systems is that they are able to 

instantly analyze and summarize a huge number of 

precedents - an option that is not available to the 

specialist doctor. 

 

 

3 Models of predictable processes 
During solving a task of prediction, at first, it is 

necessary to create a mathematical model of 

presentation [11, 12]. A mathematical model is 

a mathematical recording of some regularity  

(Fig. 1): 

  

Fig 1. Computer simulation by Samarski 

a) A hypothesis is expressed and it is 

verified an experiment. 

b) Experiments are conducted, data is 

collected and then a model is formed. For 

computer modeling, more parameters are used. 

 

 

3.1  Definition of  conditional temporal 

expandable matrix of vectors 

For the computer presentation of  mathematical 

models of prediction processes, we will use so-

called conditional temporal expandable 

matrices of vectors (hereinafter – the 

expandable matrix) (Fig. 2). 
Each event impacting an event to be predicted, is 

represented in the form of separate vector of data. 

The word “conditional” in the name of matrix 

means that  it is now known in advance, how many 

events impact an event to be predicted (i.e. how 

many vectors of data are contained in the matrix). 

The matrix is dynamical, therefore, some events 

(and respective vectors) are erased from it, some are 
added and some are moved into another place. 
The word “temporal” is used in the name of matrix 

because the number of row depends on the time. 

These vectors are shown on the figure by directions 

of arrows, which are directed from the bottom 

upwards.  In each vector, the data is arranged 

according to the time. In the lower part of the 

model, there are values, corresponding to already 

occurred events. On each time section (depending 

on the task, it can be 1 minute, 1 hour or other unit), 

the new row is added.  

Fig 2. Expandable matrix 

The matrix, corresponding to the model of 

predictable processes, as it was noted, is 

dynamically variable, which means a change of 

its sizes. Thus, the word “expandable” in its 

name. The matrix constantly expanses upwards, 

new data is added to it and the number of 

columns varies, the data is added or taken away 

according to the event function, which will be 

considered below. It is also possible that a 

matrix is expanded downwards – the data is 

added, corresponding to old, already occurred 

events or archive data.  

Underlining on the Fig. 2 designates the time 

t0, when the predictable process occurred (when 

the event occurred/will occur).   

Each expandable matrix may describe the 

one territorial region, therefore, for the certain 

task of prediction, more than one expandable 

matrix can exist, which will be built for certain 

period of time.  

 

 

3.2   Parallel data 
We call the data of various types influencing the 

predicted event (data located on various vectors) the 

parallel data. If there are several pieces of such data 

and their aggregate forms the group, they are called 

a set (group) of parallel data.  

Data in time is represented by each column of 

matrix, which characterizes the given forecast 

measurements. Data can be of various types. For 

example, if we consider a task of earthquake 

prediction, it is influenced by several important 
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characteristics of a seismic process, such as a 

seismic cycle, pre and post earthquake activity, 

qualitative value of attenuation of seismic events 

after the strong earthquakes, which is known as the 

Omori’s law for aftershocks. At the same time, 

strong earthquakes are preceded with abnormal 

seismic activity or abnormal decrease of seismic 

activity, or its oscillation in various space-time 

zones. According to authors of [13], the main source 

of information about earthquakes in the near future 

can become an electromagnetic radiation of Earth 

VLF / LF. In particular, a monitoring of 

electromagnetic radiation of Earth in the period of 

earthquake preparation might prove to be very 

useful with the purpose of prediction of strong 

earthquakes  (M5).    

As it was noted, geophysicists name up to 5 000 

signs of forthcoming earthquake, its precursors, but 

neither of them guarantees a high accuracy of 

prediction. Although, it is necessary tom compute 

possibilities of occurrence for each of them. The 

difficulty is also that an interconnection between 

these precursors should be determined and 

corresponding conditional possibilities computed. In 

addition to this, there are data, obtained by means of 

observation, from which it is difficult for specialists 

(geophysicists) to determine a regularity. Exactly in 

this we think it is necessary to use the methods of 

artificial intelligence, to formulate the hypothesis 

from the data, by means of “Mechanizing 

hypothesis formation” [14,15].  

 

3.3   Event function 
Location of columns in the matrix has its 

significance. That column is located to the left, data 

of which is more “important”, i.e. the set of this data 

makes the process of prediction more reliable.  

On the Fig. 1, each vector actually represents one 

of the function, on which the event depends. We call 

this an event function. Marked values are those data, 

which satisfy the event function, which can be a 

function-predicate (with true or false values), or 

unclear values. It is possible that the values of event 

function would be statistical data (Fig. 3): 

Those data are marked on the figure, for which 

the event function takes the value, on which the 

occurrence of event is determined with the given 

probability.    

 

Fig. 3. The expandable matrix with event function 

 

For example, during the prediction of earthquake, 

such regularity is fixed: F1( x1, x2,..., xk)=(A, B, 

C), where A designates “the location”, B - “when” 

and C - magnitude.  

Let’s take that xk=3 * x1, and after some time, 

the data y is obtained, which returned to the value of 

xk, i.e. y=1/3 xk    (Fig. 4): 

 

Fig. 4. A case  when It is possible forecast 

(example). 

This, the equation Fi(xi ,...,xj ) = (A1, B1, C1) is 

obtained, which shows that after B1 days, at the 

location of A1, it is possible of occurence of the 

earthquake with magnitude C1. The column, 

corresponding to this function, should take the 

respective place in the expandable matrix. If the 

time of occurence of precursor events in the already 

existing matrices, including other matrices, is more 

early, than it is moved into the respective place. An 

arrangement of vectors in the matrix is done in such 

a way that those precursor vectors are on the first 

place, which give a prediction earlier, than others, 

then events, occured earlier than others, but later 

than first vectors, and so on.   

At the same time, the system cheks the data of 

other vectors and seeks, whether this is the situation, 

when the other event function takes the values, 

necessary for prediction. If so, then the probability 

of simultaneous occurence of these two events 

included here.  

Therefore, each event function has its 

characteristic, which defines, what is its share in the 
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whole process of prediction (is given in percentage 

or probability). I.e. if the set can be find in the data 

of one column, which satisfies the event function, 

then the event will occur with the given reliability. 

 

 

4 Fundamental Style of Parallel Data 
We process the expandable matrix by using a new 

fundamental style, so called style of parallel data 

and this is important, because it is possible to warn 

users of various levels. The first level consists of 

limited number of senior managers. On the second 

level, there economic employees, who can plan an 

evacuation of the population and other activities, to 

avoid the loss of human life. The third level is 

formed by the mobilization of respective rescue 

workers, and the next level – warning of population 

by means of mass communication and their 

evacuation to the safe places.    

We should especially highlight those matrices, 

which are designated for prediction of earthquake 

on those territorial zones, where there are the 

objects dangerous for the population: nuclear power 

plants, large scale hydro power plants and 

reservoirs, chemical plants, etc. Of course, an 

evacuation of population from this places should 

begin earlier.  

 

 

4.1  Regularity function 
There is the task, to process the event function, 

in which we mean, what vector corresponding 

to the event function should be moved to the 

left, or to the right and which one should be 

erased.  At the same time, the time and other 

characteristics of prediction should be 

determined (for example, the magnitude).  
It it necessary to check the work of the event 

function and, therefore, the regularity function to the 

already occurred events. Although, it is necessary to 

consider the reliability of recording these data 

(whether there were errors in recording).     

As it was noted, an arrangement of vectors in the 

matrix has its significance, so that to have the time 

to conducting measures, warn the population, 

evacuate them and so on. Most left in the matrix 

should be earliest in terms of time.   

Rearrangement of matrix: 

a) According to time (preparation of population 

and rescue workers) 

b) According to probabilities 

c) According to impacting each other. 

It also should be considered that the data have an 

impact on each other. Their parallelism means that 

one of them impacts other, that other impacts yet 

another and so on. For example, if the warming of 

sea gives the picture that magnetic radiation is 

increased, then in the specific place and in the 

specific time, the evaporation can be increased, and 

the level of water in the well can decrease. The 

decrease of water level can cause some process, 

which increase the density of underground waters 

and, proceeding from this, the displacement of 

plates with collision. Therefore, it is necessary to 

detect interactions in the existing earthquakes, 

compute possibilities and create the respective 

functions.  

Most interesting thing is that this process occurs 

in parallel with each other, in terms of time. For 

example, an ionization can cause the decrease of 

levels, electromagnetic radiation, strong wind and 

other events, and it is necessary to detect these 

connections, in what time, what caused and 

represent them graphically.     

d) Detect more regularities 

It is often known that the specific event impacts 

some other event (we mean an earthquake), but how 

it occurs, is not known. Therefore, it is necessary to 

separate a tendency of changes from existing data 

for the given region, by means of which the 

respective function should be built. There is m such 

data: electromagnetic radiation, ionization, etc. The 

data should be measured and regularities detected.  

 

 

4.2  Peculiarities of business forecasting 

and medicine prediction 
Both processes have common characteristics that the 

results of the prediction are obtained not as exact 

values, but as probabilities. To be more precise: 

A new approach for business forecasting is 

discussed in the article. This means usage of parallel 

data paradigm of programming. Parallel data are 

different kind of former data, which give us chance 

to predict an event in dynamic mode. 

Also,  functioning of forecasting process online is 

being discussed. This method helps us to use super 

computers not only for original purpose -  

calculation big amounts, but for processing parallel 

data online. 

Supercomputers are computers with a high level 

of performance, which are used to work with those 

applications, which require more intense 

computations. Creation of supercomputers, 

widespread adoption of cluster systems, connection 

of computers with each other by means of local and 
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global networks, caused attraction of users to 

computation process and made possible to perform 

various tasks. This includes a tasks of economic 

forecast, simulation of nuclear test, etc. It can be 

said that supercomputers bring new possibilities for 

automation of prediction process.  

The matrix, corresponding to the model of 

predictable processes, as it was noted, is 

dynamically variable, which means a change of its 

sizes. Thus, the word “expandable” in its name. The 

matrix constantly expanses upwards, new data is 

added to it and the number of columns varies, the 

data is added or taken away according to the event 

function, which will be considered below. It is also 

possible that a matrix is expanded downwards – the 

data is added, corresponding to old, already 

occurred events or archive data.    

Each expandable matrix for  each business 

forecasting task may describe the one territorial 

region, therefore, for the certain task of prediction, 

more than one expandable matrix can exist, which 

will be built for certain period of time. 

For diagnostic problems in medicine parallel data 

can be used, in this case observations on patient 

(patients' groups) can be done in time (minute, 

hourly, diary). The object of observation can be the 

vital data of the human: pressure, wrist, temperature, 

etc. In this case the data can be considered as 

predecessors which give predictions about human 

health state at a certain time point. As more 

predecessors are used to predict some people, it is 

more likely to take the treatment to avoid the 

forecasting data. 

As in economics, we have a dynamic prediction 

for the forecasting problems in medicine. Here we 

have no exact, but the percentage compliance of the 

disease. For example, if the patient has a pressure as 

160-90, when the normal one is 130-70, then the 

probability of stroke is defined by 5, for example, 

15%. 

 

 

5 Conclusion 
The method proposed by us can be used not only for 

prediction of earthquakes, but also for other events, 

which are hard to predict and which use the set of 

precursors of various types (often with low 

probabilities). Using a parallel data in these methods 

allows us not only to perform prediction with more 

probability,but also divide it into the sequental 

stages, which makes it controlable to monitor the 

expected event and take appropriate measures. Also, 

by using the method of parallel data, it is possible to 

detect new regularities, which are not yet detected, 

because of limitation of sequential algorithms.  
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