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Abstract: - There are various techniques for data mining and data analysis. Data mining is very important in the 
information retrieval areas especially when the data amounts are very large. Among them, hybrid approaches 
combining two or more algorithms gain importance as the complexity and dimension of real world data sets 
grows. In this paper, we present an application of evolutionary-fuzzy classification technique for data mining, 
outline state of the art of related methods and draw future directions of the research. In the presented 
application, genetic programming was deployed to evolve a fuzzy classifier and an example of real world 
application was presented. 
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1. Introduction 

The recent time has seen a rise in the demand 
for advanced data mining algorithms. In the real 
world domains; many applications generates a huge 
amounts of data. In such data, the hidden 
information can be extracted and can help in 
optimization of processes, designs, and algorithms.  

The growing dimension and complexity of said 
data sets represents a challenge for traditional search 
and optimization methods while the increase of 
power of widely available computers encourages the 
deployment of soft computing methods such as the 
populational meta-heuristic algorithms, artificial 
neural networks and fuzzy systems. Moreover, soft 
computing concepts including fuzzy sets allow 
better modeling of real world problems and more 
accurate soft decisions. For example, soft computing 
was used to detect lifetime building thermal 
insulation failures [1], neural networks were 
deployed to visualize network traffic data for 
intrusion detection [2], and soft computing methods 
were utilized to identify typical meteorological 
days[3]. 

Fuzzy sets and fuzzy logic provide means for 

soft classification of data. In contrast to crisp 
classification, which states crisp decisions about 
data samples, fuzzy classification allows to analyze 
the data samples in a more sensitive way[4]. Fuzzy 
decision trees and if-then rules are examples of 
efficient, transparent, and easily interpretable fuzzy 
classifiers[4], [5]. 

Genetic programming is a powerful machine 
learning technique from the wide family of 
evolutionary algorithms. In contrast to the 
traditional evolutionary algorithms, genetic 
programming can be used to evolve complex 
hierarchical tree structures and symbolic 
expressions.  

In this work, we used genetic programming for 
data mining by fuzzy classifier evolution. In 
particular, genetic programming was used to evolve 
symbolic fuzzy classifiers that are able to describe 
classes in a data set by means of its features. Such a 
fuzzy classifier evolved over a training data set can 
be later used for efficient and fast classification of 
data samples e.g. for predicting quality of products, 
and generally to assign labels to data. 

Artificial evolution of fuzzy classifiers is a 
promising approach to data mining because 
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evolutionary methods have proven very good ability 
to find symbolic expressions in various application 
domains. The general process of classifier evolution 
can be used to evolve classifiers for different data 
classes and data sets with different properties. The 
resulting classifiers can be used as standalone data 
labeling tools or participate in collective decision in 
an ensemble of data classification methods. 

 
 

2. Evolutionary Computation 
Genetic algorithms are probably the most 

popular and wide spread member of the class of 
evolutionary algorithms (EA). EAs found a group of 
iterative stochastic search and optimization methods 
based on mimicking successful optimization 
strategies observed in nature [12], [13], [14], [15]. 
The essence of EAs lies in their emulation of 
Darwinian evolution, utilizing the concepts of 
Mendelian inheritance for use in computer science 
[15]. Together with fuzzy sets, neural networks, and 
fractals, evolutionary algorithms are among the 
fundamental members of the class of soft computing 
methods. 

EAs operate with a population (also known as a 
pool) of artificial individuals (also referred to as 
items or chromosomes) encoding possible problem 
solutions. Encoded individuals are evaluated using a 
carefully selected objective function (fitness 
function) which assigns a fitness value to each 
individual. The fitness value represents the quality 
(ranking) of each individual as a solution to a given 
problem. Competing individuals explore the 
problem domain towards an optimal solution [13]. 

For the purpose of EAs proper encoding is 
necessary; this represents solutions to a given 
problem as encoded chromosomes suitable for an 
evolutionary search process. Finding proper 
encoding is a non-trivial and problem-dependent 
task affecting the performance and results of an 
evolutionary search in a given problem domain. 
Suggested problem solutions might be encoded into 
binary strings, real vectors, or more complex, often 
tree-like, hierarchical structures. The encoding 
selection is based on the needs of a particular 
application area. 

The iterative phasesfor the evolutionary search 
process starts with an initial population of 
individuals.The initial population can be generated 
randomly or seeded with potentially good solutions 
with respect of chosen encoded scheme. Artificial 
evolution consists of the iterative application of 
genetic operators, introducing to the algorithm 
evolutionary principles such as inheritance, the 
survival of the fittest, and random perturbations. 

Iteratively, the current population of problem 
solutions is modified with the aim of forming new 
and, hopefully, better population to be used in the 
next generation. The evolution of problem solutions 
ends after specified termination criteria have been 
satisfied, and especially the criterion of finding an 
optimal solution. However, the decision as to 
whether a problem solution is the best one (i.e. a 
global optimum was reached) is impossible in many 
problem areas. After several iterations, the 
termination of the search process, the evolution 
winner was decoded and presented as the most 
optimal solution where found. 

 
 

2.1. Genetic operators 
Genetic operators and termination criteria are 

the most influential parameters of every 
evolutionary algorithm. All the operators presented 
bellow have several implementations that perform 
differently in various application areas. 

• A selection operator was used for selecting 
chromosomes from a population. Through 
this operator, selection pressure is applied to 
the population of solutions with the aim of 
picking promising solutions to form the 
following generation. The selected 
chromosomes are usually called parents. 

• A crossover operator modifies the selected 
chromosomes from one population to the next 
generation by exchanging one or more of 
their subparts and produce new chromosomes 
(offspring). Crossover is used for emulating 
sexual reproduction of diploid organisms with 
the aim of passing on and increasing the good 
properties of parents for offspring 
chromosomes. 

• A mutation operator introduces random 
perturbation into chromosome structure; it is 
used for changing chromosomes randomly 
and introducing new genetic material into the 
population. 

Besides genetic operators, a termination 
criterion is another important factor affecting the 
search process. Widely used termination criteria 
include: 

• Reaching an optimal solution for the problem 
(which is often hard or impossible to 
recognize). 

• Processing a certain number of generations. 
• Processing a certain number of generations 

without any significant improvement in the 
population. 

In implementation EAs, several generations will 
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be iterated before terminated with respect to genetic 
operators were presented in Fig.1, as life cycle of 
process starting from current population then 
selection and recombination (crossover) and 
mutation and finally migration.  

EAs are a successful, general, and adaptable soft 
computing concept with good results in many areas. 

The class of evolutionary techniques consists of 
more particular algorithms with numerous variants, 
forged and tuned for specific problem domains. The 
family of evolutionary algorithms consists of 
genetic algorithms, genetic programming, 
evolutionary strategies and evolutionary 
programming.  

 

 
 

Fig. 1: Iterative Phase of Evolutionary Algorithm 
 
Genetic algorithms (GA) introduced by John 

Holland and extended by David Goldberg, are 
widely applied and highly successful EA variant. 
The basic workflow of the originally proposed 
standard generational GA is shown in Fig. 2. It 
presents the steps of EA after choosing the suitable 

encoded scheme to encode chromosomes, and 
define the objective function that measures the 
optimality of chromosomes. Also it demonstrates the 
process of iterations and the needed operators 
(selection, crossover and mutation) and finally the 
termination process.

  

 
Fig. 2: Genetic Algorithm Workflow 

 

Current Population

Parent Selection

Recombination and 
Mutation

Migration (forms 
new population 
which becomes 

current)

1. Define the objective function. 
2. Encode initial population of possible solutions with fixed-length binary 

strings. 
3. Evaluate the fitness value for all chromosomes in the initial population 

using the objective function. 
4. Create new population (evolutionary search for better solutions): 

a.  Select suitable chromosomes for reproduction (parents). 
b. Apply crossover operator on parents with respect to crossover 

probability to produce new chromosomes (offspring). 
c. Apply mutation operator on offspring chromosomes with respect to 

mutation probability. 
d. Evaluate the fitness value for the new offspring chromosomes. Add 

newly constituted chromosomes to new population 
e. While the size of new population is less than the size of current 

population go back to step a. 
f. Replace current population by the new population. 

5. Check termination criteria; if satisfied then the problem solution was 
founded, but if not go back to step 4.  
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3. Related Work 
There were a lot of research efforts on artificial 

evolution of fuzzy classifiers, predictors and 
generally symbolic expressions with applications in 
data mining backed by fuzzy systems. In this section 
we briefly describe some of them: 

Alcalá-Fdez et al. (2008) paper [6], proposed 
asoftware tool KEEL to assess EA for data 
miningproblems.Alcalá-Fdez et al. introduce some 
available data mining software tools, and consider 
the main strength and weakness of each tool. They 
categorize KEEL as an alternative to them, as 
software tool that facilitates the analysis of the 
behavior of evolutionary learning. KEEL software 
tool consists of the several function blocks. They 
developed it to ensemble and use different data 
mining models. J. Alcalá-Fdez et al. present two 
case studies functionality and process of creating 
experiment by KEEL. J. Alcalá-Fdez et al. also 
developed data visualization tools for the on/off-line 
modules.  

Hüllermeier(2005) paper [7], proposed to 
convey an impression of the current status and 
prospects of fuzzy set theory in machine learning, 
data mining, and related fields. Hüllermeierstudy 
focused on two of the performancetasks that have 
attracted much more attention in the fuzzy set theory 
community. Also, Hüllermeieremphasized the 
ability of possibility theory to represent partial 
ignorance as a special advantage in comparison to 
probabilistic approaches. Also methods for learning 
graphical models from data and the potential of 
fuzzy set theory to produce comprehensible and 
robust models had been pointed out in the paper. It 
was argued that fuzzy set theoryis especially 
qualified for data pre- and post- processing, 
approximation of complex and accurate models, or 
the presentation of data mining results. 

Snášel et al. (2010) [8], evolved a fuzzy 
classifier in the form of fuzzy search expression by 
genetic programming. The data mining task was 
mapped to a fuzzy information retrieval problem 
and the search for fuzzy classifier was reduced to 
query optimization problem.  

Cordón et al. (1999) [9], proposed a new frame 
reasoning method to improve the performance of 
fuzzy rule-based classification systems. Cordón et 
al. study described different structures for fuzzy 
rules and a method to learn the parameters of these 
frame reasoning methods by means of genetic 
algorithms. Frame reasoning methods fitting the 
specific problems were evolved.  

Muni et al. (2004) [10], proposed a new 
designed approach with an integratedview of all 
classes for designing classifiers for a c-class 

problem by evolving a multi-tree classifier of c trees 
each representing a classifier for a particular class  
using a single run of genetic programming. Muni et 
al. proposed a new concept of unfitness of a tree that 
was exploited in order to improve artificial 
evolution. Moreover, new mutation operations 
where proposed to reduce the destructive nature of 
mutation operation. Muni et al. used a heuristic rule-
based scheme followed by weight-based scheme to 
resolve conflicting situations.  

Muni et al. (2006) [11], proposed a 
methodology for online feature selection and 
classifier design using a multi-tree genetic 
programming based feature selection called GPmtfs. 
A simultaneous feature selection and classifier 
design was employed in the GPmtfs. A battery of 
seven data sets was used for validation of the 
methodology. Muni et al. compared the performance 
of the proposed method with the results available in 
the literature with both filter and wrapper type 
approaches. 

Bridges et al. (2000) [29], proposed an 
intelligent intrusion detection model to demonstrate 
the effectiveness of data mining techniques that 
utilize fuzzy logic and genetic algorithms. Bridges 
et al. used genetic algorithms to tune the fuzzy 
membership functions and to select an appropriate 
set of features. Bridges et al. system architecture 
allows them to support both anomaly detection and 
misuse detection components at both the individual 
workstation level and at the network level. 

 
 

4. Genetic Programming for Classifier 
Evolution 

The algorithm for fuzzy classifier evolution 
used in this study was introduced in [8] and builds 
on the principles of fuzzy information retrieval [16], 
[17]and evolutionary optimization of search queries 
[18]. It uses Genetic Programming to find the 
classifiers that are evaluated with the help of fuzzy set 
theory. 

 
 

4.1. Genetic programming 
Genetic programming (GP) is an extension to 

genetic algorithms, allowing work with hierarchical, 
often tree-like, chromosomes with an unlimited 
length [19], [20]. 

Genetic programming was introduced as a tool 
to evolve whole computer programs and represented 
a step towards adaptable computers that could solve 
problems without being programmed explicitly [19], 
[21]. 

A genetic programming chromosome takes the 
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form of hierarchical variably-sized expressions, 
point-labeled structure trees. The trees are 
constructed from nodes of two types, terminals and 
functions. More formally, a GP chromosome is a 
symbolic expression created from terminals t from 
the set of all terminals T, and functions f from the 
set of all functions F satisfying the recursive 
definition [21]: 

• ∀t∈T : t is the correct expression. 
• ∀f∈F : f(e1, e2, …, en) is thecorrect expression 

if ∀f∈F and e1, …, en are correct expressions. 
The function arity(f) represents the arityof f. 

• There are no other correct expressions. 

GP chromosomes are evaluated by the recursive 
execution of instructions corresponding to tree 
nodes[21]. 

Terminal nodes are evaluated directly (e.g. by 
reading an input variable) and functions are 
evaluated afterleft-to-right depth-first evaluation of 
their parameters. 

Genetic operators are applied to the nodes in 
tree-shaped chromosomes. A crossover operator is 
implemented as the mutualexchange of randomly 
selected sub-trees of the parent chromosomes as 
shown in Fig. 3. 

 

 
Fig. 3: GP crossover operator 

 
Mutation has to modify the chromosomes by 

pseudo-random arbitrary changes in order to prevent 
premature convergence and broaden the coverage of 
the fitness landscape. Mutation could be 
implemented as: 

• removal of a sub-tree at a randomly chosen 
node 

• replacement of a randomly chosen node by a 
newly generated sub-tree 

• replacement of node instruction by a 
compatible node instruction (i.e. a terminal 
can be replaced by another   terminal, 
function can be replaced by another function 
of the same arity) 

• acombination of the above. 
 
 

4.2. Fuzzy Classifier 
Fuzzy set theory has been applied successfully 

in a variety of application areas. The fuzzy classifier 
takes form of a symbolic expression with data 
features (data set attributes) as terminals and 
operators as non-terminal nodes. Both terminals and 

non-terminals are weighted, as presented by 
example in Fig. 4. 

 

Fuzzy classifier was evaluated for each data 
sample in the training collection. For each terminal, 
the value of corresponding feature is taken. The 
operators are implemented with the help of fuzzy set 
operators. The standard implementation of fuzzy set 
operators were used but any other pair of t-norm and 
t-conorm could be used. We also note that 
additionaloperators (e.g. various ordered weighted 
averaging aggregation operators) could be added. 

 
5. Data Mining 

Data mining (DM) is the process of 

 
Fig. 4: An example of fuzzy classifier 
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automatically exploring large amount of data to 
extract the interesting knowledge, or extract patter 
from attributes using pattern recognition [30]. There 
are two distinct learning’s supervised and 
unsupervised and different tasks for each. 
Classification and classification rule learners’ tasks 
for unsupervised learning. Clustering and 
association rule learners’ tasks for unsupervised 
learning. 

Data mining can be applied and used in 
optimization problems handled by a 
metaheuristic.Decision tree is one of the heuristic 
methods. So, for aclassical model in data mining 
classification tasks can be represented using 
decision trees using GP of the “optimal” decision 
tree from a training set (or learning set) of data. 

Fuzzy sets and fuzzy logic can be used for 
efficient data classification by fuzzy rules and fuzzy 
classifiers. Numbers of fuzzy rules are extracted in a 
heuristic manner based on a rule evaluation criterion 
which can be viewed as fuzzy data mining [31].  
Fuzzy data mining can be used for pattern 
classification problems. 

 
 

6. Experiments 
Genetic programming was used to evolve fuzzy 

rules describing faulty products inan industrial 
plant.During the production, a number of sensory 
inputs are read to record materialproperties, 
production flow and product features. The features 
include the chemicalproperties of the raw material, 
density, temperature at several processing stages, 
andmany other values recorded several times during 
the production process. At the end,the product is 
classified as either valid or corrupt. The data and 
classification for anumber of product samples is 
known and the goal of the genetic programming is 
tofind a fuzzy classifier that could be used for 
product quality prediction. 

We have obtained data sets from 5 different 
production lines of a productionplant. The data sets 
contained readings from 508 sensors for each 
product. For eachproduction line, the data was 
divided into training (40%) and test (60%) 
collection. 

We label the data sets D1, D2, D3, D4 and D5 
respectively. Selected propertiesof the data sets are 
shown in Tab.1. All five data sets have the same 
number offeatures but since they come from 
different processing lines, their internal 
structurediffers and the patterns describing faulty 
products are unique for each of them. 

 

 
The proposed algorithm for classifier evolution 

was implemented and classifierswere sought for all 
five training sets. The results of the classification on 
collectionsare shown in Tab.2. The table shows the 
overall accuracy (OA), the percent of falsepositives 
(FP) and the percent of false negatives (FN) 
obtained by the best classifiers. 

 

 
 

 

7. Further Possibilities and 
Techniques  

There are other alternative techniques of genetic 
programming nature. Generally, there are two well-
known methods, which can be used for synthesis of 
various programs by means of computers. The first 
one is called genetic programming or GP, [19, 22] 
and the other is grammatical evolution [22],[23]. 

The idea as how to solve various problems using 
symbolic regression (SR) by means of EA was 
introduced by John Koza, who used genetic 
algorithms (GA) for GP. Genetic programming is 
basically a symbolic regression, which is done by 
the use of evolutionary algorithms, instead of a 
human brain. The ability to solve very difficult 
problems is now well established, and hence, GP 
today performs so well that it can be applied, e.g. to 
synthesize highly sophisticated electronic circuits 
[24].  

In the last decade of the 20thcentury, C. Ryan 
developed a novel method for SR, called 
grammatical evolution (GE). Grammatical evolution 
can be regarded as an unfolding of GP due to some 
common principles, which are the same for both 
algorithms. One important characteristic of GE is 
that it can be implemented in any arbitrary computer 
language compared with GP, which is usually done 

Table.2: Results of classification of test data 
collections 

 

Data set 
D1 D2 D3 D4 D5 

OA 97.63 97.00 99.50 96.99 99.60 
FP 1.30 3.00 0 0.43 0.07 
FN 1.7 0 0.53 2.58 0.33 

 

Table.1: Description of the data sets 

Name D1 D2 D3 D4 D5 
Features 508 508 508 508 508 
Training 
samples 562 154 755 4881 2022 

Test samples 844 233 1134 73226 3034 
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(in its canonical form) in LISP. In contrast to other 
evolutionary algorithms, GE was used only with a 
few search strategies, for example with a binary 
representation of the populations in [25]. Another 
interesting investigation using symbolic regression 
was carried out by [26] working on Artificial 
Immune Systems or/and systems, which are not 
using tree structures like linear genetic 
programming. 

But simply, evolutionaryalgorithm simulates 
Darwinian evolution of individuals (solutions of 
given problem) on a computer and are used to 
estimate-optimize numerical values of defined cost 
function. Methods of GP are able to synthesize in an 
evolutionary way complex structures like electronic 
circuits, mathematical formulas etc. from basic set 
of symbolic (nonnumeric) elements. 

Another alternative method of symbolic 
regression called Analytic programming (AP) in 
[27].This method can be used as well as GP or GE 
for various model syntheses and has been 
successfully compared to many standard problems 
with GP, with very good results. Our next step is to 
use AP and other alternative methods to create more 
complex comparative study, focused on problems, 
mentioned here. 

 
 

8. Conclusions 
This work presents an application of evo-fuzzy 

data mining technique to the classification of data 
samples in a real world industrial data set. Genetic 
programming has been used to evolve fuzzy 
classifiers in form of weighted symbolic expressions 
aggregating data features with the help of a set of 
operators.  In contrast to previous efforts in this area 
(see e.g. [28], [9], [10], [11]), this approach is 
inspired by information retrieval. The information 
retrieval inspired fuzzy rules containing the 
operators and, or, and not provided a rich and 
flexible tool to express detailed soft classification 
criteria.  

Data classes were interpreted as membership 
degrees of a fuzzy set and the algorithm sought for a 
classifier that would describe such a fuzzy set. In 
this sense, the described approach also differs from 
most of the traditional rule-based fuzzy classifiers 
that aim to mine the if-then relations from data.  

The evolution of fuzzy classifier takes a number 
of parameters. The set of classifier operators, the 
interpretation of classifier weights and the fitness 
function can all be altered. 

Last but not least, the alternative methods for 
evolutionary symbolic regression will be employed 
to find fuzzy classifiers. 
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