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Abstract: - The great characteristic of the P system with active membranes is that not only the objects evolve
but also the membrane structure. Using the possibility to change membrane structure, it can be used in a
parallel computation for solving clustering problems. In this paper a P system with active membranes for
solving DBSCAN clustering problems is proposed. This new model of P system can reduce the time
complexity of computing without increasing the complexity of the DBSCAN clustering algorithm. Firstly it
specifies the procedure of the DBSCAN clustering algorithm. Then a P system with a sequence of new rules is
designed to realize DBSCAN clustering algorithm. For a given dataset, it can be clustered in a non-
deterministic way. Through example verification, this new model of P system is proved to be feasible and
effective to solve DBSCAN clustering problems. This is a great improvement in applications of membrane
computing.
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1 Introduction is designed and the membrane labeled i represents
Clustering analysis, as an important part of data objects i. Then, the two membranes are merged into
mining, has been widely applied in many areas, a single membrane if the two objects are core
including statistics, biology and machine learning. objects. The membrane mergence is repeated until
DBSCAN clustering method is an important method no change in each membrane. In the end, different
of clustering, which can discover clusters with membranes represent different clusters. This new
arbitrary shape and filter out noise (outliers) [1]. method has great significance to the application of
The key idea is that for each point of a cluster the membrane computing in clustering problems.

neighborhood of a given radius has to contain at
least a minimum number of points [2].

Inspired by the architecture and functioning of 2 Prerequisites
living cells, membrane computing has emerged in
recent years as a powerful modeling tool. It provides
a new non-deterministic model of computation
which starts from the assumption that the processes
taking place in the compartmental structure of a
living cell can be interpreted as computations [3].
The devices of this model are called P systems. A
variety of applications have been reported, such as
biological modeling, combinatorial problems and
NPC problems [4].

A particularly interesting class of P systems is
the P systems with active membranes. In a P system
with active membranes not only the objects evolve
but also the membrane structure. Simply speaking,
for a given set of N objects, the core objects can be
determined by comparing the € -neighborhood of
each object Min. In this process, a membrane system

2.1 The DBSCAN Clustering Algorithm
DBSCAN (Density-Based Spatial Clustering of
Application with Noise) is a density-based
clustering algorithm. The algorithm grows regions
with sufficiently high density into clusters and
discovers clusters of arbitrary shape in spatial
databases with noise. Firstly, a number of new
definitions of the density-based -clustering are
presented in this paper [1, 5].

Definitionl. e-neighborhood

The neighborhood within a radius € of a given
object is called the e-neighborhood of the object.
For a given data set D, the e-neighborhood of an
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object p is denoted by N.(p),
{q € D|dist(p, q < €)}.

The e-neighborhood of the object is obtained by
calculating and comparing the distances between the
object and other objects. So the distance between
the objects can be showed in matrix form [6]:

and Ne(p) =

Wii Wiy Win
li A A
D), = W21 W22 Wan (1)
Wni Wp Wnn
Where w{j is the distance between objects a;

and a; [7]. For the convenience of calculation, the
matrix element w;; is rounded to integer w;; which

results in a new matrix D,,,,.
Wipn Wi

Wy1 W22

Win
’ W2n (2)
* Wan

Dnn = .
w w

ni n2

Definition2. Core object
If the e-neighborhood of an object contains at
least a minimum number, Min, of objects, and then
the object is called a core object. So an object p is a
core object if |[Ne(p)| = Min.
° [ ]

[ ]
[ ]

° p is a core point
° g is not a core point

. .

e °* b
L4 ° ° Min=3

[ J

[
Fig.1 core object

Definition3. Directly density-reachable

Given a set of objects, D, an object q is directly
density-reachable from an object p if g is within the
e-neighborhood of p, and p is a core object. That is,
p and q satisfy the following conditions.

1) p € Ne(q)
2) INe(@)| = Min

° ® o . .
. g directly density-
° reachable from p
° ¢ p not directly density-
° ° reachable from q
o °* d
[ ] ® ) Min=3

[ ]
Fig.2 directly density-reachable

Definition4. Density-reachable
An object p is density-reachable from an object q
with respect to € and Min in a set of objects, D, if
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there is a chain of points p4,...,p;, Where p; =¢q
and p, =p such that p;,; is directly density-
reachable from p; with respect to € and Min, for
1<i<np;€D.

[ ]

g directly density-
reachable from p

p directly density-
reachable from r

g density-reachable

Min=3 fromr

Fig.3 density-reachable

Definition5. Density-connected
An object p is density-connected to an object q
with respect to € and Min in a set of objects, D, if
there is an object o € D such that both p and q are
density—reachable.from 0 with respect to € and Min.
[ ] [ ]

q directly density-
reachable from p

r directly density-
reachable from p

g and r density-connected
to each other by p

Fig.4 density-connected

Definition6. Cluster

Given a set of objects, D, a cluster C with respect
to € and Min is a non-empty subset of D satisfying
the following conditions.

1)V p,q € D: if p € C and q is density-reachable
from p with respect to € and Min, then q € C.

2)Vp,q € C: p is density-connected to q with
respect to € and Min.

Definition7. Noise

Given a set of objects, D, let Cy,--,Cy be the
clusters of the database D with respect to € and Min,
i=1,--,k. Then the noise is defined as the set of
points in the database D not belonging to any cluster
C;. That is, noise is a set N={p€eD|Vip¢
Ci,i=1,-,k}.

Given the parameters € and Min, a cluster is
discovered in a two-step approach. First, select an
arbitrary point from the database satisfying the core
point condition as a seed. Second, retrieve all points
that are density-reachable from the seed and group
them as a cluster.

According to the definitions of the DBSCAN
clustering algorithm above and the characteristics of
the P system with active membranes, this paper
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specifies the procedure of the DBSCAN clustering

algorithm. And it is as follows.

1. Compare the e-neighborhood of each object in

the dataset with Min;

2. Determine if the object is core object. If it is,
then go to step 3; if not, it is defined to be a
noise;

. Create new clusters with core objects;

. Collect directly density-reachable objects from
one core object and determine if the directly
density-reachable object is core object. If it is,
combine the two clusters into one;

5. Repeat step 4 until there is no change in the

clusters.

A~ W

2.2 P Systems with Active Membranes

P systems are distributed and parallel models
processing multisets of objects using evolution,
communication and other types of rules
encapsulated into regions delimited by membranes.
From a biological point of view, a possible
weakness of P system mostly used is the fact that
the membrane structure is static and does not evolve
during the computation. For this reason, the P
system with active membranes was introduced in [4,
8], having rules which directly involve the
membranes where the objects evolve and also
making the membranes themselves evolve. Using
the possibility to change membrane structure, it can
create an exponential working space in linear time,
which can then be used in a parallel computation for
solving computationally hard problems.

In the literature, this new model of P systems has
been successfully used to design solutions to some
well-known NP—complete problems, such as SAT
[9], Subset Sum [10], Knapsack [11], Bin Packing
[12], Partition [13], and the Common Algorithmic
Problem[14]. Recently, it has also been proposed to
solve clustering problems, as its characteristics can
improve the efficiency of clustering process.

In this paper, we work with a variant of P
systems with active membranes that does not use
polarizations but use promoters, which in fact means
that we simply may forget the polarizations of
membranes and introduce the promoters of rules.

Firstly, we define the model which we work with:

P systems with active membranes. A P system with

active membranes (without polarizations) is a
construct:
II=(0,T,H,uwy,..,wy,R) 3)

Where:
1. n > 1isthe initial degree of the system;
2. O'is the alphabet of objects;
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w

T is the output of the P system;

4. H is a finite set of labels for membranes,
H={12,-,n};

5. W is a membrane structure, consisting of n
membranes, labelled (not necessarily in a
one-to-one manner) with elements of H;

6. w; describes the multisets of objects in
membrane i;

7. R; describes the rules in membrane i;

Each rule in the P system is in the form of u - v
or (u = v)¢. uis a string representing multisets of
objects in 0, and v is a string in the form of v = v’
orv=v's. v is a string over O X {here, out, in}
and 6 is a symbol indicating membrane dissolving
after executing the rule. ¢ is a promoter or inhibitor
of the rules. This paper only introduces the
promoters of the rules. We call p, p € 0, a promoter
for rule r, and we denote this by ()P, if rule r is
active only in the presence of p. Furthermore, the
rules in active membranes are developmental rules
with the following forms:

1) [a]z - [v]p, whereh € H,a,p € 0,v € 0"

Object evolution rules. An object a is evolved
into v in a membrane h with the presence of
promoter p, and the membranes and the promoters
are neither taking part in the application of these
rules nor are they modified by them.

2)a[ ]} - [b]y, where h € H,a,b,p € 0

Send-in  communication rules. An object a is
introduced into the membrane h with the presence of
promoters p, possibly modified to b during the
process; but the membranes and the promoters are
not evolved during the process.

3) [a]? - [1nb,where h € H,a,b,p € 0

Send-out communication rules. An object a is
sent out of the membrane h with the presence of
promoters p, possibly modified to b during the
process; but the membranes and the promoters are
not evolved during the process.

4) [a]fl — b,where h € H,a,b,p € 0

Dissolving rules. An object a is modified into b
with the presence of promoter p, at the same time
the surrounding membrane is dissolved. And the
remaining objects the former membranes are left
free in the region immediately above it.

5) [all. = [bln, [clny

where hy,h;,h; € H,a,b,c,p € 0

Division rules. In reaction with the promoter p,
the membrane is divided into two membranes with,
maybe, different labels; the object a specified in the
rule is replaced in the two new membranes by
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possibly new objects b, ¢; and the remaining objects
are duplicated in the process.

6) [1:[ 172 = [Ty,

where hy, h,,h; € H,p{,p, € O

Merging rules. When there are promoters p, in
the membrane h; and promoters p, in the
membrane h,, the two membranes are merged into a
single membrane h;; the objects of the former
membranes are put together in the new membrane.

7) [al}: [b]7 = [cln,

where hy,h,,h; € H,a,b,c,p;,0, €0

Fusion rule. With the promoters p, in membrane
h, and promoters p, in membrane h,, the two
membranes are merged into a single membrane hs;
the object a, b respectively specified in membrane
hy, h, are replaced in the new membrane h; by
possibly a new object ¢; and the remaining objects
of the former membranes are put together in the new
membrane

The rules are applied in the non-deterministic
maximally parallel mode. The computation stops
when there is no rule which can be applied to
objects and membranes in the last configuration.
The result of the computation is the collection of
objects expelled from the output membrane during
the whole computation. Only halting computations
give a result, non-halting computations give no
output.

3 A P System with Active Membranes
for DBSCAN Clustering Algorithm

3.1 Designing a P System for DBSCAN
Clustering Algorithm

In this part, a P System with active membranes for

DBSCAN clustering algorithm is proposed. The

initial and final structures of this P system are

shown in Fig.5 and Fig.6.
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Fig.5 the initial structure

N

Fig.6 the final structure

In this P system, there are n+1 membranes.
Membrane 0 is the skin membrane and Membranes
1 to n respectively represents n objects in the initial.
In the process of clustering, not only the objects
evolve but also the membrane structure. Through
the rules of active membranes, the k membranes
obtained finally indicate k clusters of the results.
Significantly, it uses the matrix D,,,, to compare the
distances between the n objects and we define each
individual w;; as nonnegative integer variables in
this P system.

The P system with active membranes for
DBSCAN clustering is defined as follows:

I1=(0,T,uwywsi, ..., Wwp, Ry, Ry, ..., Ry, p) (4)
Where:

1. Working alphabet:

0 ={ay, b;,d; j,1:, Y10, B}, Cpay Ni}

2. Output:

Tz{nf‘}, 1<i,k<n

3. Membrane structure:

t = lol1lil2]z - [n-1ln-1lnlnlo

4. Initial multisets:

wo = {1}; w, represents the initial set of objects

in skin membrane;

w; = {ai;bl;bz,"',bn: 1 < i < n}’

5. The set R of evolution rules consists of the following rules:

Rules in the membrane labelled i {1 < i < n}:

71 = {aibiby -+ by — d} T d; - d] M1 < i, j <)

r,={df; >nBjl1<ij<n0<t<efuf{d-oll<ij<nt>e¢}
T3 :{(ngc > yinFIMin < k <n) U(B]-yi —>Ci,a].|1§ i,j Sn)}

U{BmF - N} [1<i,j <n,0 <k < Min}
Rules in the skin membrane labelled 0:
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Cja; Cia; . . .
15 ={lga,ml; ‘], " = lag, i [ J1<i<j<n 1<pk<nizp)

e = {([]7“"[]?“" = [1) U ([ega;lq 2 [eqa ]I S i<j<q<n}
77 = {([€ia, Cia, 1 = [Cia,nE 1) U (lGai)i = DI < 1), pk < n}

Cia )
Trg = {[Ciap]i p[NpT]g]p - [Ciap]ill <ipk<n}
ro = {Infl > nflld1 < ik <n}

6. The priority relations poverR: p ={r; >r, >1r3 > 1,3 Uf{rg > 1rg > 1, > 15 > 19}

3.2 The Computations in P System

At the beginning of a computation, the membrane
labelled i {1 < i < n}contains objects a;, by, -+
The object a; represents the i-th object of the dataset
and by,---, b, represents all objects in dataset.
Initially in the P system the only rules that can be
applied is r; [15] in membrane labelled i . It
produces the object Dx’j” (1 <i,j <n)which is
used to compare the distances between a; and other
objects in dataset. Then n; and o is obtained
according to the distance Di‘?". The object n;

indicates that the distance between a; and b; is less
than €. The object o indicates that the distance
between a; and b; is more than . If the number of
n; i1s more than minimum number Min, we call q; a
core point and mark its directly density-reachable
members as ¢;q;. Or this point is defined to be a
noise and it is marked as N;. At the same time, the
multiplicity of the object n; represents the number
of density—reachable objects for the core object a;.
After determining if each object is core object,
the rules in skin membrane are triggered. The object
evolution rule r; with promoters is executed
extremely to find all directly density-reachable
objects of the core object. When there is promoter
Cjq, In the membrane j and promoters Cia, in the

membrane i, the rule rs is activated to transform
cjapinto Cia, and increase the multiplicity of the

object n; and decrease the multiplicity of the object
n;. Then the two membranes i and j are merged into
a single membrane i, and the objects of the former
membranes are put together in the membrane i.
Meanwhile, the rule r, remove the same object in
the new membrane and decrease the multiplicity of
the object n;. This indicates the combination of the
similar object, which is the process of DBSCAN
clustering. And next, the object Cqa; in membrane q

is transformed by c,,, to make the core object g;

continue to collect density-reachable objects. After
the core objects collecting all the density-reachable
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objects, the rule r is executed to remove redundant
object N, , as the object a,, is a density-reachable
object from a core object. Finally, the send-out
communication rule rq is carried out to send the
object n; to the skin membrane. Every index i
indicates one cluster and the multiplicity of the
object n; indicate the number of members in each
cluster. Particularly, when the multiplicity of the
objectn,, is 1, it means a,, is a noise in this dataset.

These rules are used maximum parallel in each
membrane when calculating. This P system will halt
if no more rules can be executed and no more
objects n; can be obtained [16]. And at this moment,
the configuration of each membrane is achieved to
be stable. As a consequence, each membrane in the
skin membrane represents one cluster, and the
objects in each membrane represent the members in
each cluster. The DBSCAN clustering algorithm is
achieved in this P system with active membranes
successfully.

4 Test and Analysis
In order to verify the feasibility and effectiveness of
this P system with active membranes for DBSCAN,
we cluster an example of dataset to obtain the final
results. As an example, the 20 integral points are
considered to be clustered. (0,0), (1,4), (1,5), (2,6),
(3.6), (5.6), (6.5), (6:4), (7.3), (7.2), (7.1), (9.1),
(10,1), (11,1), (11,5), (13,5), (15,5), (14,6), (12,6),
(13,7). And this example suppose that € = 3, Min=2.
The initial structure of this P system is shown in
Fig.7.
0
1 2
a,,b;,b,,
-, by

Fig.7 the initial structure of this P system
The distance matrix Dy, Of these integral 20
points can be obtained as follows. (The choice of a
distance function for two points is Manhattan
distance in this paper for convenience.)
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of P system. It is shown in Table 1- 4. Particularly,
some repeated steps in the process are omitted.

Table 1 the clustering process in P system

StepO(initial state) Stepl Step2
Mem0O A A A
Mem1 a1, by, by, 0+, big, by d?,v df,z: " d%,819' di%o(’i) By,ni, 0% (1)
Mem2 A, by, by, -+, big, by dg,v d3z, 5 d33e d%?zo(ﬁ) B,, B3, By, 3,0 (1)
Mem3 a3z, by, by, -+, by, byg dg,pdé,zf":dé,zw' d%%zo(’l) B,, B3, By, Bs,13,0°(1)
Mem4 A4, by, by, -+, big, by df,,d3,, 0, d3%e, dio (1) B,, B3, By, Bs, Bg, 13, 0 (13)
Mem5 s, by, by, -+, big, by dg,p dg,z» " dg,w: d%}zo(’i) Bs, By, Bs, B, 115, 0% (13)
Mem6 @6, by, by, -+, byg, byg d%,lpdg,zf =, d 10, dg,zo(ﬁ) By, B, Bs, By, B, 12, 05 (13)
Mem?7 a7, by, by, -+, by, byg d%,lpdg,z: " d;,19v d?,zo(ﬁ) Bs, B, Bg, By, 37,0 (1)
Mem8 g, by, by, -+, by, byg dzls%'dg,zf " dg,wv dslz?zo(ﬁ) Bs, By, Bg, By, Big, 13, 0% (13)
Mem9 Qg, by, by, , b1g, byg d%,op dg,z,”',dg,w:d%,ozo(rl) B;, By, By, By, B11,13, 01%(13)
Mem10 @10, b1, by, 7, big, byg d?o,l:dfo,z’"‘,dfo,w:d%&,zo(rl) Bg, By, Big, B4, B12, 1130, 0 (13)
Mem11 11, b1, by, 0+, big, by d§1,1'd?1,2:"':d%2,19' d%%,zo(’i) By, Byg, By1, By, 111,01 (13)
Mem12 Q12,b1, by, big, by d%g,v d%%,z' " dfz,w: dl%,ozo(ﬁ) Bio, Bi1, Biz, By3, Biay 132, 0% (13)
Mem13 Ay3,b1, by, , by, by d%%,vd%g,b " d173,19' d193,20 () By1,Bi3, B3, B14, 13, 01°(13)
Meml4 a4, by, by, ) bio, byg dif 1, dii ) dTa 10, 2420 (11) Biy, B3, BiayMis, 07 (1)
Mem15 Ay5,b1, by, , byg, by d%g,vdgz: "'rd125,19'dfs,20 (n) B15'B16'Bl9:77§5:017(7'2)
Mem16 A16,b1, by, byg, by d%g,vd%g,z» " d126,19!d%6,20 (n) Bis, By, Bi7, Big, Big, By, 56, 04 (1)
Mem17 Ay7,b1, by, , byg, by d129,1:d%;,2» " df7,19'df7,20 (n) Bis, Bi7,Big, 37,0V (1)
Mem18 Ay, by, by, ++, big, bag dig 1, d%g,zi -+, dig 10, A5 20 (11) By, Bi7, Big, Bio, By, M13s, 0% (13)
Mem19 19, by, by, +++, byg, by dis 1 d%g,zi “++,dJg 19, d%ta,zo(rl) Bis, Bis, Big, Bio, By, 1179, 072 (1)
Mem20 Az0, b1, bz, byg, by dgg,l' d%a,z» " d%0,19! d(Z)O,ZO(rl) Bis,B1g, Big, B2, 130, 0 (13)
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Table 1(continued) the clustering process in P system

Step3 Step4
MemO A A
Meml N1,77%,019(7”3) Np'ﬁ' 0.19(r3)
Mem2 BZ'B3'B4-' )/23' 77%:017(7”3) C2a2' C2a3ﬂc2a4' 773'017(7‘3)
Mem3 BZ'BS'BAP BS' V;;L, 773' 0-16 (T3) C3a2' C3a3' C3a4' C3a5' 71;" 016 (T3)
Mem4 B,, B3, By, Bs, B, Vi, 13,0 (13) Caayr Caayr C4a4'c4a5'c4a6'772:0'15(7'3)
Mem5 Bs,B,, Bs, Bg, v&, ne, a6 (13) Csayr Csa,s Csags Csag Ner 00 (13)
Mem6 By, Bs, B, B;, By, ¥8,me, 0™ (13) Coay Coas C6a6'C6a7'C6a8'ngio-ls(r3)
Mem7 B, By, Bg, By, v4,17,0%(13) Craer C7a7'C7a8'C7a9'77‘7L' a'(r3)
Mem8 Bg, B7,Bg, By, By, ¥5, 13,0 (13) Cgag Coay» C8a8JC8a9'c8a10'ng!0-15(r3)
Mem9 B, Bg, By, Byg, By1,¥5,13, 0% (13) Coq,» C9a8:C9agrc9a10'C9a11:n3'015(r3)
Mem10 Bg, By, B1g, Bi1, By 2, V50, 30, 05 (13) Cioagr €10a9 C10a40’ ClOan'610a12’n150’o-15(r3)
Mem11l By, B1g, Bi1, Bia, Vi1, i, 010 (13) Ci1ag’C11a4¢’ C11aq1” C11a12'7lf1'0'16(7'3)
Mem12 Bio,Bi1,Biz, Biz, Bia, V5,032,012 (13) C12a,07 €12a112 C12a4 C12a13'C12a14'77152'o_15(r3)
Mem13 By1,By3, B3, By, Vi3, i3, 016 (13) C13a11'C13a12'C13a13'Cl3a14'77f31016(7"3)
Mem14 Bi,,Bi3, By, Vi i, 07 (13) C1aa,,1 Claaq5 Claaqy Niw 07 (13)
Mem15 B15'B16'B19'V135'77§5' o'’ (r3) Ci5a150 C15a:6’ C15a19'77§5’ o'7(r)
Mem16  Bis, Bis, Bi7, Big, Bio, Bag, Vie: N5 0 (13) Ci6a1s’ C16a14 C16a172 C16a1g C16a19'C16a20tn166'014(r3)
Mem17 316'317'B18'V137’77§7:017(7"3) C17a16'C17a17'C17a1g'n137i0-17(T3)
Mem18 316: Bl7rBlsr Bl9rBZO'V158r77158r015 (7”3) Ci8ay6 C18ay7 C18a4g’ C18f119’ClSazo'nfs'als(r3)
Mem19 BlS!Blér B18:B19'Bzo']/159'77§9'015 (r3) C19a157 €19a46’ C19a197 C19a492 C19azo'77159' 015(r3)
Mem20 By, Big, Big, Bag, V20, N30, 06 (13) C20a16:C20a181C20a19'CZOaZOrngO' a'®(r3)

Table 1(continued) the clustering process in P system

Step5 Step6

MemO A A
Mem1 Ny, i (1) Ny, i (1)
Mem2 C2ayr C2a3'C2a4'77§(T4) C2ayr C2a3:C2a4:77§'(7”5)
Mem3 C3q,, C3a3:C3a4:C3a5'77§(r4) C3q,) C2a3'C3a4'C3a5’77§(75)
Mem4 C4a2' C4a3' C4—a4' C4a5' C4a6' 772 (‘)"4) C4a2' C4a3' C4a4' C4—a5' C4—a6l 7]2(7"5)
Mem5 CSag' C5a4' CSas' CSasﬁ né(ﬁ) C4—a3' CSa4' C5a5' C5a6t T]é (Ts)
Mem6 Coay Coasr Coagr Coayr Coagr ne(r) Coa,r Coasr Coagr Coayr Coagr ne(rs)
Mem7 C7a¢ C7a71 C7agr C7aq n7 (1) C7a¢r Coay1 C7ag1 C7aq n3(rs)
Mema8 C8agr C8ay1 Coagr C8aqr C8aqq’ n3(1) Cgagr C8a;r C8agr C8aqr C8aq g n8(rs)
Mem9 C9a,1 Coagr Coaqgr Coayyr Coaqqr 5 (1) Cga;1 Coagr Coaqr Coaygr Coaqqr UHG))
Mem10 C10agr C10aq7 €10a49’ €10a112 C10a,57 N30 (1) C10ag> C10aq2 €10a49’ €10a4417 C10a,, N0 (75)
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Mem11 Ci1aq) C11a4¢’ C11a11'C11a12'nf1 (1) C10ag’ C11a4¢’ C11a11'c11a12:77131(7”5)
Mem12 C12a59r C12a4147 C12a452 C12a530 C12a4 72 (1) C12a,9r €12a417 C12a452 C12a437 €120,y nt2(7s)
Mem13 C13a5,7 €13a4,0 €13a437 C13a,1y 13 (1) C12a51 €13a457 C13a537 C13a;y nis(7s)
Mem14 Ciaay, C14aq30 Claay g N34 (1) Ciaa,,r C14aaq37 C1aaqy N4 (75)
Mem15 C15a15'C15a16' Clsalg’ 77;35(711-) C15a15'C15a16' C15a19t Wfs(”s)
Mem16  ci6a,5 Croase C16a177 Cl6arg Cloaryr Cloaze M6 (Ta) Ci6arsr Ci5aze C16a177 Cl6arg Cloaryr Cloaze Mis (Ts)
Mem17 C17a:1¢' C17a47 C17a4g ni7(1a) C17a16 €17a47 C17a19) N7 (rs)
Mem18 C18a442 C18a,, C18a457 C18a147 C18az0’ N3 (1) C17a41¢2 C18a,,7 C18a157 C18a197 C18ayq” N1s (75)
Mem19 C19a,52 C19a442 €194, 194197 C19a,¢, N79(12) C19a,5 C19a,¢ C19a157 €C19a197 C19a,0’ 70 ()
Mem20 C20a.4’ €20a15’ €20a19’ €20a50’ N30(12) C19a,42 C20a1g €20a19’ €20a54” 130 (7s)
Table 1(continued) the clustering process in P system
Step7 Step8

MemO A A

Mem1 Ny, i (1) Ny, i (1)

Mem2 C2a2' C2a3' C2a4' ng(rs) C2a2' C2a3' CZa4' 7]26(7"5)

Mem3 C3a2'CZa3'CZa4' C3a5' 77%(7”5) C3a2'62a3' CZa4'C2a51 77%(7"5)

Mem4 C4a2' C4a3' C4a4' C4a5' C4—a6' TIZ (7'5) C4a2' C4a3' C4a4' C4—a5' C4a6: 772 (7'5)
Mem5 C4a3' C5a4' C4a5' CSag,' 77?(7”5) C4a3' C5a4' C4a5' C4a5' 77%(7”5)

Memé Coayr Coasr Coagr Coayr Coagr né(rs) Coa,r Coasr Coagr Coayr Coagr ne(rs)
Mem?7 C7a6'C6a7'C6ag' C7ag' 77%(7”5) C7a6'C6a7' Csag'C6ag' TI%(rs)

Mem8 CBa6' C8a7' C8a8' C8a9' C8a10' 775(7”5) C8a6' C8a7' C8a8' C8ag' C8a10i 773(7”5)
Mem9 C8a;1 Coagr C8aqr Coayqr Coaqqr 1n5(rs) Cga;» Coagr C8aqgr C8ayqr Coayqr 1n5(rs)
Mem10 C10ag’ C10aq’ €C10a10’ €10a417 C10a 5 N10(75) C10ag’ €10aq’ C10a19’ €10a4112 C10a 5 N30 (7s)
Mem1l C10aq’ C11a10'C10a11'c11a12'77121(rs) C10aq' C11a49 C10a11'c10a12:77%1(7”5)
Mem12 C12a19’ €12a417 C12a1, C12a437 C12a4 42 n12(15) C12a19' C12a417 €C12a457 C12a437 C12a442 Nz (75)
Mem13 C12a44 C13a121C12a13'C13a14'77123 (rs) C12a412 C13a,5’ C12a13'C12a14'77%3 (rs)
Mem14 C14a,5 C14a43 C14a,4 nis C14a,5 C14a437 C1aaq s Nis

Mem15 515a15»C15a16»C15a19»77ir’5 (s) Ci5a,50 C15a44 C15a19'77165(7’5)
Mem16 Ci6a152 C15a14 C15a17 C16a157 C16a192 C16a50” N16(15) C16a,5 C15a142 C15a172 C15a157 C16a19’ C16a4¢ 36 (15)
Mem17 C17a1¢' C17a47 €170, 37 (1s) C17a1¢C17a17 C17a,g n57(15)
Mem18 C17a14' €18a177 €C17a152 C18a197 C18a5q’ Nis(75) C17a14 €18a172 C17a15 C17a197 €18a5q’ nis (15)
Mem19 C19a,5 €19a,¢ €C19a1g» €C19a,49 C19a,, N9 (75) C19a,5 C19a,¢ C19a157 C19a197 C19a,, 8o (15)
Mem20 C19a162 €19a1g €20a4192 C20a,0’ 150(75) C19a162 €19a15 €20a49’ C19a5y 130(75)
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Table 2 the clustering process in P system

Step9 Step10
MemO A A
Mem1 Ny,nt Ny, n}
Mem2 C2a2' C2a3' C2a4' U?(Ts) C2a2' CZa3' CZa4' 7]?»
C3a,1C2a31 C2a4 C2a5» n3(1%)
Mem4 C4a2' C4a2' C4a4' C4a5' C4a6' 772) C4a2' C4a2' C4a4' C4a5' C4—a6' 772'
C4a3: C5a4' C4a5' C4-a6' 71% (TG) C4a2' C5a4' C4-a5' C4a6' né(ré)
Mem6 C6a4' C6a4' C6a6' C6a7' C6a8' 7768;: C6a4' C6a4' C6a6' C6a7' Cﬁag’ T]g,
C7a¢r Coay1 Coagr Coaqr n7 (1) C7a41C6a;1 Coagr Coaqyr n7 (1)
Mem8 C8agr C8a;1 C8agr C8aqr C8aqqyr ns(rs) C8agr C8agr C8agr C8aqr CBaq g n8(7s)
Mem9 08a7: C9a8' C8a9’ Csam: C9a11' 77‘% (TS) CSasl C9agi Csag’ C8a10J C8a11' 775 (rs)
Mem10 C10ag> C10aq’ C10a19’ €10a4417 C10a,, 30, C10ag> C10aq’ C10a19’ €10a117 C10a, N30
C10aq C11a4¢’ C10a417 €10a457 11 (76) C10aq9' C11a497 €10a417 €10a457 n11 ()
Mem12 C12a419’ €12a417 C12a15 C12a437 C12a4 47 iz C12a497 C12a19' C12a427 C12a437 C12a442 Nizs
C12a,,2 C13a45 C12a,3 C12a14 M1 (1) C12a10’ C13a1,2 C12a45 C12a44 M3 (76)
Mem14 C14a,y C14a,5 Claaqy Nia C14a,, C1aay37 C1aaq4r Nis
Mem15 C15a15'C15a16'C15a19'n165 (s) Ci5a.5 C15a44 C15a1g:77175(7’5)
Mem16 C16a,5 C15a416 C15a17'C15a1g'C16a19'C16a20'nf6(r5) Ci6a152 C15a142 C15a4, C15a,g2 C15a19'C16a20'n%6 (rs)
Mem17 C17a16 C17a172 C17a49 7’167 (rs) C17a16 €17a47 €17014) n177 (rS)
Mem18 C17a,6> C18a17 €17a1g C17a192 C18ay0 Nt (s) C17a,6' €18a477 C17a182 C17a4197 C17a5¢ nis (75)
Mem19 Ci9a,5r C19a16» C19a157 C19a0» C19a207 11595 C19a15: C19a16) C19a152 C19a19) C19az0) 11195
C19a,41C19a457 C20a4197 C19a5¢’ 1N30(75) C19a,4 C19a157 €20a4197 C19a5¢ N30 (7s)
Table 3 the clustering process in P system
Stepll Step12
MemO A A
Mem1 Ny, n} Ny, n}
Mem2 CZa2'C2a3'C2a4' 775' CZa4' CZaS (T'7) CZazf C2a3'62a4' 7]3, CZaS(r7)
Mem4 C4—a2' C4—a4' C4a5' C4—a6' UZ' C4—a2' C4—a5' C4a6 (T7) C4a2' C4a4' C4a5' C4a6' 7]2, C4a5' C4a6 (7"7)
Mem6 C6a4' C6a4' C6a6' C6a8' 7]2' C6a4' Céa4' Céa6' 7]2'
C6a7' C6a8' C6a9 (T7) 66a7' C6a8' C6a9 (T7)
Mem8 C8a6' C8a6' C8a8' C8(19’ CBalol 773 C8a5' CBag' Csag' C8a10' 713
C8agr C8aqr C8aqq C8aqq (15) C8agr C8aqr C8aqor C8aq,q (15)
Mem10 C10a8' ClOagfcloalg'CloalllC10a12' 7]170: ClOagfcloag'C10a10'C10a11' C10a12' 71160»

C10a41’ €10a4, ()
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em12 c c c c 6 c c c c c >
1
M 12a19’ €12a1,2 C12a432 C12a440 12 12a19’ €12a197 €12a122 €12a137 C12a,40 Ni2)
C12a10’ C12a44 () C12a44 (r7)
3 3
Mem14 Ci14a45 C14a450 C1aa,40 N4 C14a,5 C1aaq57 C14a.40 14
8 7
Mem15 C15a,5 C15a,¢ C15a190 157 C16a157 C15a46 Ci5a;5: C15a462 C15a4192 M1ss
c c c c L) c c c c ()
15a172 C15a1g7 C15a197 C15a54 1116 (76 15a4172 ¢15a1g° C15a497 C15a,0\77
6 5
Mem17 C17a15 C17a47 C17a,9 17, C17a15 C17a47 C17a,9 17
C17a,4 C17a10 C17a50 (17) C17a49r C17a50(T7)
Mem19 C19a,57 €19a15’ €19a4,2 €19a44) C19a,57 C19a152 €19a17 €19a441
6 5
C19a54) M179r C19a40 (T7) C19a50) M1 (T7)
Table 4 the clustering process in P system
Step4?2 Step43
1.4 7
MemO A n1,M2, N5 (%)
1
Mem1 Ny, n1 Ny (75)
13
Mem2 C2a, C2a30 C2a40 M2 1 C2a5) C2a;) C2ag) C2a, C2a31C2a4C2a57 C2a,7 C2ag/
CZagf CZaw' C2a12' C2a13' CZa14 (7"7) CZagﬁ C2a10' C2a12' CZa13l CZa14 (r9)
Mem15

C15a15' C15a16' C15a17' Clsalgl

6
Ci5ay9r C15a50) M1s (17)

C15a15' C15a16' C15a17' Clsalg’

C15a197 C15a,0 (1)

In the process, Table 1 shows the rules execution
in the membrane labeled i , which is used to
determine if the object is core object. Table 2 and
Table 3 show the membrane mergence in the skin
membrane. Two membranes are merged to produce
a new cluster by collecting directly density-
reachable objects from one core object. Table 4
shows the final membranes and objects remaining in
the skin membrane.

Finally, the clustering of these 20 points in this P
system is finished. The membrane structure of this P
system is changed by the rules of active membranes.
So the final structure of this P system is shown in
Fig.8.

0

Ty s

CZa2 D CZa3 D

...1C

23y,

Fig.8 the final structure of this P system

According to the objects ni,n3, 175 from the skin
membrane, which represent three clusters, and the
numbers of objects in these three clusters are
separately 1, 13 and 6. Furthermore there are three
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members which also indicate three clusters. The
objects in each membrane represent the members in
each cluster. The members are respectively a; and
a, as,++, Q14 aNd Ay, Aqg, *+*, Azp. The result of the
clustering is shown in Fig.9.

[ AR A - el SRR
R R T AR A St B S
ST TSN SRR AN SO NN SUM
D A SO S S S SO
S T S SO IS SRS AN SOV OO S
AN U SN SO PR S SO
Of-mmenedenees i SORCID CELERE EPEEE SELRR
I T T A R A N N

0 2 4 & 2 10 12 14 168

Fig.9 The result of DBSCAN clustering

5 Conclusion

The main feature of the P system with active
membranes is that not only the objects evolve but
also the membrane structure. Its characteristics of
changing membrane structure make it more efficient
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to solve clustering problems. This paper proposes a
P system with active membranes to solve DBSCAN
clustering problems. This new model of P system
can improve the efficiency of the clustering process.
Then the paper provides a general example to verify
the feasibility and effectiveness of this P system.
The result we obtained can be a strong proof of this
P system. In recent years, with the development at
full speed of membrane computing, the P system is
used in the clustering problems more and more. But
it is still in the initial stage and there is much more
work for membrane computing to do. In future, we
will continue to research how to using membrane
computing techniques to realize more clustering
algorithms and solve more practical problems with
large database.
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