
 

A Preliminary Look at Heuristic Analysis for Assessing Artificial 

Intelligence Explainability 

KARA COMBS  
Biomedical, Industrial & Human Factors Engineering 

Wright State University 
Dayton, OH USA 

 

MARY FENDLEY 
Biomedical, Industrial & Human Factors Engineering 

Wright State University 
Dayton, OH USA 

 

TREVOR BIHL 
Sensors Directorate 

Air Force Research Laboratory 
Wright Patterson AFB, OH USA 

 

 
 

Abstract: - Artificial Intelligence and Machine Learning (AI/ML) models are increasingly criticized for their 
“black-box” nature.  Therefore, eXplainable AI (XAI) approaches to extract human-interpretable decision 
processes from algorithms have been explored. However, XAI research lacks understanding of algorithmic 
explainability from a human factors’ perspective. This paper presents a repeatable human factors heuristic 
analysis for XAI with a demonstration on four decision tree classifier algorithms.  
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1 Introduction 
Analytics, machine learning (ML), and artificial 
intelligence (AI) have provided revolutionary 
advances in many disciplines, including aerospace, 
agriculture, business, cybersecurity, and the 
military. However, concerns exist when using AI 
solutions where decisions have impacts on lives, 
infrastructures, or processes with severe 
consequences; i.e. critical infrastructure 
applications.  This concern is due to the complexity 
in AI decision-making processes which are often 
un-interpretable, unexplainable, or un-alignable 
from a human user perspective [1] [2].   
In AI and automation, a user typically asks three 
questions when encountering unexpected or 
unexplainable results [3]: 
• What is it doing? 
• Why is it doing that? 
• What will it do next? 

Collectively, these questions get at a larger problem 
which precludes the wider adoption of AI 
algorithms, the failures of AI to address the “ilities” 
[4] [5] [6]: reliability, repeatability [7] [1], 
replicability [1], trust-ability [8], functionality [9], 
portability [9], usability [9], maintainability [9], and 
explainability [2]. Of particular interest in this 
paper, and to programs such as DARPA’s 
eXplainable AI (XAI) project [2], is addressing the 
explainability of AI to reduce the opacity of 
algorithms and decrease the amount of unexpected 
or unexplained results [2]. 
While various approaches exist to “explain” an AI 
model [10], what is currently missing are 
approaches to evaluate the explainability of an AI 
model from a human factors’ engineering 
perspective.  The scope of this paper includes 
developing a repeatable approach for accessing the 
explainability of an algorithm.  For this, the authors 
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leverage concepts from human factors studies, 
specifically heuristic analysis.  To provide an 
example of the process, the authors consider 
decision trees as the AI/ML algorithm under 
investigation. Notably, decision trees already 
provide an explainable interface in how decisions 
are made in the form of a tree with explicit rules 
describing how data was divided.  Thus, herein, the 
authors can focus on the mechanics of the XAI 
evaluation process and consider the relative 
differences between already explainable AI/ML 
approaches. 
 

2 Background 
The complexity in AI solutions introduces a 
challenge of opacity, which is then combined with 
the required “insider” knowledge to develop 
meaningful AI solutions. This leads to general 
misunderstandings and mistrust on the nature of AI 
algorithms [11]. This has brought about a vocal 
interest in explaining AI results and the 
development of XAI as a research domain. 
 
 
 
2.1 Explainable AI 
AI is typically used in the context of the pure 
machine power of computers to act “smart;” 
however, one off-shoot of this XAI. Notably, some 
contrast exists between explainable and accountable 
AI, c.f. [5] [12]. As noted in [13], not all AI 
solutions need to be explainable; for example, 1) 
trusted and trained algorithms are only useable 
within specified operating conditions and 2) well-
studied conditions, and/or 3) no significant 
consequences for unacceptable results.  Thus, 
accountable AI aims to develop trusted AI agents 
with known bounds of performance (akin to how 
decisions made by service dogs are unexplainable, 
but the dogs can be trusted) [5].  When human-
interpretable understanding of black-box decision 
making is needed [12], XAI attempts to provide 
explainable interpretations for AI models 
throughout their operations  
Prior work in the area of explaining complex 
algorithms includes neural network rule extraction 
methods, see [14], which began in the 1980s and 
1990s by creating tree-based representations of 
neural network decision processes. However, as 
conceptualized in Figure 2, XAI extends beyond 
rule extraction approaches and includes human-
computer interaction concerns as well as user-
explanation concerns.   

The result of an ideal XAI approach is 
conceptualized in Figure 3. Here, a contrast is 
presented between algorithms of today, which train 
an algorithm using data, outputs a declaration, and 
calculates the confidence on a new data sample’s 
class. However, what is needed is an extension of 
this to provide human-interpretable knowledge 
structures from algorithms that further produce an 
understanding of the decision being made, i.e. this is 
a cat because it has whiskers, fur, cat-like ears, etc.    
 
Fig. 1. General XAI goal compared with today’s 
capabilities, adapted from [11] 
 
While the general concept of XAI goals is seen in 
Figure 1, layers of explainability and infrastructure 
are needed to yield this.  Work and reviews in XAI 
frequently mention human evaluation and 
interpretability criteria, c.f. [13] [15] [16], the 
approaches to doing so are less studied.   Herein, we 
are not trying to provide the explainability, but 
rather to reduce opacity in algorithms by justifying 
the selection of algorithm A over B. The goal of this 
research endeavor is to include general software 
quality metrics for algorithms by understanding the 
quality of the interface, code, and results.   
 
2.2 Academic Data for Consideration 
Many data sets for classification or prediction 
(regression) tasks have data features that correspond 
to measurements. For this project, the Fischer Iris 
dataset [17] was used due to its simplicity and the 
general ability to understand its data features.  
Fisher Iris includes four data features: petal length, 
petal width, sepal length, and sepal width, with 
measures corresponding to three varieties of iris 
flowers: setosa, versicolor, virginica [17].  A total of 
150 flowers, evenly distributed between the 3 
varieties, were measured [17].  Fisher Iris, while 
small in nature, is one of the most used datasets for 
classification and was selected due to widespread 
familiarity with it in the machine learning 
community.   
 
2.3 Classification and Regression Trees 
Decision trees algorithms use various approaches to 
create a tree-like structure where data is divided  
and split into multiple categories based on other 
defining characteristics. [18].  Decision tree 
algorithms generally classify or regress (predict) 
depending on the scenario. The algorithm asks 
“questions” (as shown conceptually in Figure 2), 
which helps it divide each data point into 
predetermined groups based on other variables 
associated with that data point [18]. Colloquially, 

WSEAS TRANSACTIONS on COMPUTER RESEARCH 
DOI: 10.37394/232018.2020.8.9 Kara Combs, Mary Fendley, Trevor Bihl

E-ISSN: 2415-1521 62 Volume 8, 2020



such algorithms are often called “CART,” for 
Classification and Regression Trees, and these 
algorithms differ based on their methodologies in 
splitting data and in stopping rules [18].  
 
Fig. 2. Conceptualization of a decision tree with a 
classification objective of fruits based on different 
characteristics, adapted from Figure 8.2 of [18]. 
 
A wide variety of CART algorithms exists in 
literature.  To provide a preliminary look at heuristic 
analysis for XAI, this study limited itself to four 
algorithms: ID3, C4.5, C&RT, and CHAID.  These 
are briefly described as follows, with further details 
in [19], and the given algorithm references: 
1. Iterative Dichotomiser 3 (ID3)  - one of the first 
decision tree algorithms which computes the 
information gain associated with a data split and it 
continues splitting based on a splitting criteria based 
(information gain, entropy, or a Gini index) [20] 
2. C4.5 (in the J48 Weka implementation of [22])  - 
an extension of the ID3 algorithm which uses a 
modified splitting criteria, a gain ratio of the ratio of 
information gain to intrinsic information, C4.5 
further features pruning (removing unnecessary 
branches) and ability to account for missing data (as 
probability weights) [23] 
3. Classification and Regression Trees (C&RT) – 
another early decision tree algorithm based on the 
Gini index impurity measure for splits, enables 
pruning and accounts for missing data (as surrogate 
splits on other values) [21] 
4. Chi-squared Automatic Interaction Detection 
(CHAID) computes a Chi-squared test of 
association and then uses the p-values from the 
associated F statistics as the splitting criteria; 
CHAID does not support pruning. Missing values 
are imputed locally in a given split   [24] 
Briefly, these methods differ in both 
implementation, software, and metrics used to 
determine nodes and splitting.  ID3 and J48 employ 
entropy and information gain [20] [22] [23], C&RT 
employs a Gini coefficient [20], and CHAID 
employs a Chi-squared test of association. Beyond 
these differences, the instantiations of the 
algorithms in software also provide for different 
native representations. For software implementation, 
ID3, C&RT, and CHAID were operated in Python 
(3.7.3) and J48 was operated in Weka (3.8).  ID3 
was taken from the sklearn and matplotlib libraries, 
C&RT was taken from the numpy, random, and csv 
libraries, and CHAID was taken from the sklearn, 
numpy, CHAID, and pandas libraries.  Beyond these 
differences, the instantiations of the algorithms in 

software also provide for different native 
representations.   
 
 

3 Heuristic Analysis 
A heuristic evaluation is one of the tools most 
commonly employed by usability professionals [25]. 
While a heuristic evaluation won’t uncover every 
usability problem, it is often quite effective when 
combined with other methods [26]. In a Heuristic 
Analysis, a human factors expert subjectively 
evaluates a system based on a set of predetermined 
criteria [27]. Measuring the “goodness” of a system 
is a non-empirical process than cannot be run 
through an algorithm that automatically “checks” 
the content, hence the need for heuristic evaluation 
[28]. The benefits of heuristic analysis include 
inexpensive cost, intuitiveness, no long-term 
planning required, and can be completed at any 
stage of the design process; disadvantages include 
the subjective-ness of the evaluation and the lack of 
suggestions to improve low-scoring usability-areas 
[28]. The goal of a heuristic analysis is to provide an 
evaluation of a system that identities all of the pros 
and cons based on a predetermined list of criteria 
[28]. Heuristic analysis was shown to provide the 
best insights at the lowest cost; however, it is 
essentially to have several qualified evaluators [29]. 
An initial set of usability principles was created 
[30], which developed into Nielsen’s ten usability 
principles and have been widely adopted.  Both the 
Gerhardt-Powals and Nielsen principles [30] [31] 
are effective in highlighting usability issues [32] 
[33], and have been expanded to effectively address 
new application domains [34]. Heuristic principles 
can also be modified [35] or used as the basis for a 
usability assessment scheme [26] which can be 
tailored to fit a particular need [36]. In this effort, 
each algorithm’s output was evaluated according to 
a modified list from Nielsen’s 10 Heuristic 
Principles [37] [38]. Nielsen’s was chosen as the 
basis due to being well-established in the human 
factor’s world and a common go-to for interface 
design. The list of tailored principles is defined in 
Table 1. 
 

4 Decision Trees Applied to Fisher 

Iris 
Applied in their native formats, the four algorithms 
present in Figures 3 – 6 are representations of 
decision trees for Fisher Iris. Due to its relatively 
small size (n = 150), the algorithms were able to 
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create each decision tree rather quickly as the set is 
simplistic in nature. When considering C&RT, in 
Python, we are presented with Figure 3.  In Figure 
3, each data feature, X1 to X4, is listed at a node 
along with the associated split. The inequality at the 
node indicates the value at which the data was split 
given a particular characteristic.  This value is 
shown immediately after the inequality sign in the 
bracket a data feature, X1 or X4, appears. 
The ID3 output, Figure 4, is presented as a multi-
layer tree that shows the feature that is split at each 
node, the Gini coefficient associated with the data 
split, the number of samples in total, the value (the 
remaining samples for each class), and the class 
associated with each split. The value section shows 
three numbers within a set of brackets, referring to 
the distribution of samples by class.  A total of five 
“layers” of the tree (noting that the top-most block 
is “Layer 0”) are shown for this particular dataset as 
shown in Figure 4.  Each node is shaded a different 
color, corresponding to the class and its 
concentration in that node. 
 
Fig. 3. C&RT applied to Fisher Iris, with a 
minimum of 3 splits, where X1 is sepal length, X2 is 
sepal width, X3 is petal length, and X4 is petal 
width. 
 
The output from the J48 algorithm is shown in 
Figure 5 and has been cropped from the full output 
of Weka.  The full output showed detailed reports 
on running the algorithm, Figure 5 presents only the 
subset of the report that showed the “J48 pruned 
tree”.  The image in Figure 5 presents a text-based 
visual representation of the J48 tree embedded in the 
algorithm. The tree in Figure 5 clearly states the 
criterion for each “leaf,” which also corresponds to 
its classification decision. 
  
Fig. 4. ID3 applied to Fisher Iris 
 
Fig. 5. J48 applied to Fisher Iris. 
  
The raw CHAID output, Figure 6a, presents a more 
expansive display and seems to be organized by 
individual lines whose sections are divided by 
brackets.  For clarity, part of the raw output is 
enlarged in Figure 6b. The lines show a value 
associated with a mean and standard deviation along 
with numerical groups. The algorithm’s splits based 
on the sepal width and sepal length appear to be 
successful, but others were unsuccessful due to a 
violation of the minimum child or parent node 
criteria Some lines are succeeded by the text, 
“<Invalid Chaid Split>” indicating that further 

splitting would create nodes with less than the 
minimum child node size.  
  
6a) Raw CHAID output 
  
6b) Enlarged Subset 
Fig. 6. CHAID applied to Fisher Iris, with a 
minimum of 3 splits, where X1 is sepal length, X2 is 
sepal width, X3 is petal length, and X4 is petal 
width 
 
5 Heuristic Analysis Application 
With an understanding of the XAI problem at hand, 
the heuristic analysis approach of Section III was 
applied to the C&RT results in Section IV from a 
human factors perspective. 
 
5.1 Preliminary Study 
To provide a preliminary look at using heuristic 
analysis for XAI, the first author applied the 
heuristic approach of Section III to subjectively 
analyze the results in Section IV. To evaluate the 
principles, for Phase 1 a binary decision (yes/no) 
was made and for Phase 2, a 5-point a Likert-scale 
is used with 1 being the worst and 5 being the best.  
For each principle, the algorithm is assumed to have 
5 points, from which points will be deducted for 
each factor that decreases the quality of that 
particular output for which principle. Some values 
may be influenced by the evaluation of other 
algorithm outputs. The principles associated with 
the coding aspect will be evaluated at a binary level 
for all algorithms based on whether the principle is 
present or not present. 
 

5.2 Heuristic Analysis of Algorithms 
First, the algorithms were evaluated on the four 
principles associated with the code and 
documentation with a binary decision. If the 
statement applied to the algorithm, it was given a 
“yes” (positive) or a “no” (negative).  This was 
based on the information receive prior to, while, or 
shortly after running the code. These results are 
summarized in Table 2. Regarding principle 3, all 
algorithms received a yes due to the user being able 
to change various parameters.  Whereas some 
settings were particular to software instantiations, 
e.g. J48 and Weka, all algorithms were tailorable to 
some degree.  On principle 5, only CHAID received 
a yes because of its GitHub source provided specific 
tips and error notices for setting up the algorithm 
whereas the other algorithms came built into their 
software and such notices were not readily apparent. 
Principle 9 was mostly not applicable or testable due 
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to the data being well structured and noting in the 
results that suggested there were errors when 
running the algorithm.  However, CHAID receives a 
yes for principle 9 because it states if there was an 
attempted invalid CHAID split, i.e. if a minimum 
sample threshold was reached.  On principle 10, 
only ID3 receives a no due to the lack of 
documentation for this instantiation of the algorithm 
whereas the other algorithms come with sufficient 
documentation.  
 
Table 2.  Phase 1 (Coding) Binary Assessment 
Principle Algorithm 

ID3 C&RT J48 CHAID 

3 Yes Yes Yes Yes 

5 No No No Yes 

9 N/A N/A N/A Yes 

10 No Yes Yes Yes 

 
 
Table 3 presents results from the Phase 2 (Output) 
analysis.  On principle 1, ID3 and J48 ranked 
highest because they both provided a clear 
understanding of the resultant tree and what 
occurred at each node and what is being presented.  
However, C&RT and CHAID performed poorly in 
this principle. C&RT performed poorly on principle 
1 because only the feature and value associated with 
the split were presented whereas the other numbers 
were confusing; CHAID performed the worst due to 
its presentation, shown in Figure 6, which is 
extremely difficult to interpret and comprehend. 
On the second principle, ID3 provided a decision 
tree with everything clearly marked and labeled.  
C&RT provided limited information and context, 
which caused it to perform poorly on principle 2.  
J48 provided a large amount of usable information 
but the text format of the presentation was confusing 
to interpret and does not match a typical mental 
model of a decision tree.  CHAID performed poorly 
on principle 2 considering its output’s long lines and 
a confusing organization of the data that does not 
resemble a decision tree initially.   
When considering the fourth principle, ID3 and J48 
perform highly because the layout is easy to 
understand and each node is presented consistently. 
C&RT also performs well in principle 4due to 
consistency, but it’s unclear why certain sections 
have a number in brackets beneath it and other 
sections do not without searching through 
documentation.  CHAID performs poorly on the 4th 
principle considering an overabundance of details 
that are provided for each node (the feature, 
statistical p-value, t-score, grouping values, and 

degrees of freedom), which is combined with 
inconsistent formatting to provide an appearance of 
many out-of-place details.   
Looking at the sixth principle, most algorithms 
perform down the middle due to a general confusion 
on how values were computed (i.e. Gini in ID3), 
missing context in the numbers presented for 
C&RT, unknown conditions on what are 
“acceptable” values for J48, and a need to 
understand the context of various messages 
(“Invalid CHAID Split” for CHAID).  Largely, this 
principle was difficult to judge because of a general 
lack of information to recognize and then, recall and 
an insufficient amount of context of the resulting 
information.  
On the eighth principle, which relates to aesthetics 
and minimalist design, ID3 performs the highest due 
to its straightforward output.  C&RT scores well due 
to its simple design, but it is notably too minimal to 
interpret.  J48 performs well because it is easy to 
read, and the layout is aesthetic; however, a perfect 
score was not given due to the amount of data 
provided (which was cropped out of Figure 5).  
CHAID performs poorly again because, while the 
design of this output is rather plain, the way it is 
formatted and presented is not very aesthetic.  
Principle 9 was again mostly not applicable or 
testable due to the data being well-structured and 
produced without errors.  CHAID is the only 
algorithm that scores in this principle because it 
provides notices on splitting errors, but it does not 
provide any tips regarding how to fix those errors, 
assuming that is an actual error at all. One option to 
consider is that those notices are automatically built 
into the output as an explanation for why the tree 
didn’t create another node and branch off.   
On the additional principle of trustworthiness, ID3 
scores in the middle because it seems to have 
reasonable results but doesn’t provide an 
understanding of how it uses Gini.  C&RT performs 
poorly because of a lack of context in its 
representation, i.e. the mystery numbers in square 
brackets. J48 scores highly due to the output 
presenting clear information which doesn’t 
contradict any expectations.  CHAID performs 
poorly because a user does not know how many data 
points were sorted at each node and considering the 
many aforementioned issues in the output’s 
presentation.  
 
 
Table 3. Phase 2 (Output) Qualitative Assessment. 
Values are Mean (N = 4) ± Standard Error 
Principle Algorithm 
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ID3 C&RT J48 CHAID 

1 4.25 ±0.24 2.5 ±0.14 4.5 ±0.14 1.25 ±0.13 
2 4.25 ±0.24 1.75 ±0.13 3.75 ±0.13 1 ±0 

4 5 ±0 4.75 ±0.13 4.75 ±0.13 2.75 ±0.13 

6 4.5 ±0.14 1.5 ±0.14 4.75 ±0.13 1.5 ±0.25 

8 5 ±0 2.25 ±0.38 4.25 ±0.13 1.5 ±0.25 

9 1 ±0 * 3 ±0.58 3 ±0.33 2.75 ±0.43 

10 4.5 ±0.14 3.75 ±0.38 4.75 ±0.13 2.75 ±0.43 

11 4.5 ±0.14 1.75 ±0.13 4.25 ±0.24 1 ±0 
*For statistics calculations, these values had N = 3, one evaluator rated 
them as N/A 
 

On the principle of user confusion, ID3 receives a 3 
because while the graphic produces an 
understandable mental model of a decision tree, the 
uncertainty in the meaning of Gini invites confusion 
to inexperienced users.  C&RT performs poorly as 
well due to missing details in how the splits occur, 
the number of samples at each split, and the context-
less values presented. J48 scores highly on this 
measure since the user is presented with defined 
terms and statistics to draw conclusions from. 
Again, CHAID performs poorly because the output 
is very confusing to read, partially due to both the 
formatting and the way data is presented. In general, 
a user has no idea as to the classification aspect of 
CHAID. 
 
5.3 Results Overview 
Table 4 synthesizes the data found in Tables 2 and 
3.  Here, Phase 1 (coding aspects) are summarized 
by the total number of “yes” reports in Table 2, and 
Phase 2 results are presented as the means for each 
algorithm in Table 3.  For the averages, the ID3, 
C&RT, and J48’s total summations were divided by 
7 due to Principle 9 not being applicable in their 
cases; CHAID’s total summation was divided by 8.  
Overall, CHAID (or at least the implementation of 
CHAID considered) was the weakest of the group. 
This was followed by C&RT which had a much 
better interface than CHAID but lacked many vital 
details.  However, both J48 and ID3 performed well 
and statistically the same in Phase 2.  In general, if a 
user wants lots of details regarding their data set, 
ID3 could be sufficient; but J48 would be sufficient 
if the user doesn’t need as much data and the 
assumption that the data set is rather small. 
 
 
 
 
Table 4.  Summary Results.  

Principle 
Algorithm 

ID3 C&RT J48 CHAID 

Principle 
Algorithm 

ID3 C&RT J48 CHAID 

Phase 1 Summary 
(number of yes’s)  1* 2* 2* 4* 

Phase 2 Summary  
(mean ± standard 
error) 

4.23 ± 
1.3 

2.65 ± 
1.13 

4.29 ± 
0.61 

1.81 ± 
0.8 

Overall Ranking 1 3 1 4 
*Only one participant, N = 1, evaluated Phase 1 conditions 
 

6 Conclusions 
This paper introduces the concept of heuristic 
analysis for assessing the understandability of 
eXplainable Artificial Intelligence (XAI) 
algorithms. XAI is a growing concern in AI and the 
general application of machine learning (ML) 
algorithms to a given task. XAI aims to address 
general criticism of AI in providing accurate, but 
not human-understandable logic in algorithmic 
decision making.  In addition to this general XAI 
problem, a further issue exists in assessing and 
comparing the human interpretability of an XAI 
solution and this was primarily addressed by the 
authors.   
 
The primary contribution of this paper is codifying 
and extending human factors’ heuristic approaches 
to qualitatively and quantitatively assess the 
explainability of an AI algorithm and its results.  As 
a demonstration of the developed heuristic 
approach, the authors applied this method to four 
decision tree classifiers.  Decision tree classifiers 
were notably selected because they are intrinsically 
XAI in nature.  To explore the assessment of XAI 
from a human factors’ perspective, four decision 
tree algorithms were considered:  J48, ID3, C&RT, 
and CHAID.  These were each applied to a  simple 
classification task and both their results (decision 
tree representation) and algorithmic coding were 
evaluated along 11 heuristic principles.  These 
algorithms were considered in their native 
environment and thus, the differences in decisions 
being made were not assessed.  The general 
conclusion is that details and cleanly designed 
representations are preferred along with simple 
representations that provide enough details to the 
user to interpret and understand, over a graphical 
result. Immediate future work would involve 
assessing identical-looking decision trees from these 
algorithms to assess the XAI aspects of the 
decisions being made.  Further research involves 
XAI heuristic comparison of algorithms using 
identical visual representation of results to remove 
the coding approaches as factors.  Additional 
extensions include evaluating multiple, different AI 
algorithms.   
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Appendix  
 
Table 1. Heuristic Principles 

 

 

Heuristic 

Principle 

Phase 1 – 
Coding 
Aspect 

Phase 2 – 
Output 
Result 

Description 
Heuristic 

Principle 

Phase 1 – 
Coding 
Aspect 

Phase 2 – 
Output 
Result 

Description 

Visibility of 

system 

status (1) 
 X 

Overall, a general 
evaluation of the 
algorithm. Can the 
viewer comprehend 
what the output is? 

Aesthetic and 

minimalist design 

(7) 
 X 

Are the necessary details included 
to determine the result without 
excess information? Does 
everything look pleasing or is it 
unorganized?   

Match 

between 

system and 

real world 

(2) 

 X 
Is the output similar to 
the user’s mental 
model or are there 
differences? 

Help users 

recognize, 

diagnose, and 

recover from 

errors (8) 

X X 

Offers assistance if an input or 
section of code is incorrect within 
the shell as a result of the output. 
The principle focuses on the idea 
of how to fix errors once they 
occurred, instead of prevention as 
in principle 5. If there is an error in 
the output, does it attempt to offer 
solutions? 

User control 

and 

freedom (3) 
X  

When running the 
algorithm, how much 
can the output or 
results be manipulated 
based on user input? 

Help and 

documentation 

(9) 
X  

If errors occur, are there 
instructions (guide or FAQs) on 
how to reduce the errors or fix the 
errors?  
 

Consistency 

and 

standards 

(4) 

 X 
Is everything laid out 
in the same manner? 
Does anything appear 
“out of place?” 

Trustworthiness 

(10)  X 

Given the algorithm results, do 
they look reliable? Are there any 
contradictions? Are there any 
elements that causes the user to 
question the results? 
1 – Not trustworthy at all 
5 – Very trustworthy 

Error 

Prevention 

(5) 
X  

While the algorithm is 
running or to be run, 
are there any tips as to 
how to prevent 
(potential) errors?  

User Confusion 

(11)  X 

Does the user feel comfortable 
explaining the results with 
confidence? 
1 – Very confusing 
5 – Not confusing at all 

Recognition 

rather than 

recall (6) 
 X 

Is everything in the 
output well-explained? 
Will the user need to 
research any statistics 
or rely on their 
memory? 

 

WSEAS TRANSACTIONS on COMPUTER RESEARCH 
DOI: 10.37394/232018.2020.8.9 Kara Combs, Mary Fendley, Trevor Bihl

E-ISSN: 2415-1521 69 Volume 8, 2020

https://creativecommons.org/licenses/by/4.0/deed.en_US
https://creativecommons.org/licenses/by/4.0/deed.en_US


Figures   1 - 6
 

 
Fig. 1. General XAI goal compared with today’s capabilities, adapted from [11] 

 
 

 
 

Fig. 2. Conceptualization of a decision tree with a classification objective of fruits based on different 
characteristics, adapted from Figure 8.2 of [18]. 
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Fig. 3. C&RT applied to Fisher Iris, with a minimum of 3 splits, where X1 is sepal length, X2 is sepal width, 

X3 is petal length, and X4 is petal width. 
 

 
Fig. 4. ID3 applied to Fisher Iris 
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Fig. 5. J48 applied to Fisher Iris. 

 

 
a) Raw CHAID output 

 
b) Enlarged Subset 

Fig. 6. CHAID applied to Fisher Iris, with a minimum of 3 splits, where X1 is sepal length, X2 is sepal width, 
X3 is petal length, and X4 is petal width 
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