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Abstract:- Diabetes is the m ost common endocrine disease in all populations and all a ge 
groups. The diabetes patient should use correct therapy to live with this disease; there are 
several of important things to record about the patient and disease that help the doctors to 
make an optimal decision about the patient treatment.  To improve the ability of the 
physicians, several tools have been proposed by the researchers for developing effective 
Clinical Decision Support System (CDSS), one of these tools is Artificial Neural 
Networks(ANN) that are computer paradigms that belong to the computational intelligence 
family.   In this paper, a multilayer perceptron (MLP) feed-forward neural is used to 
develop a CDSS to determine the regimen type of diabetes management. The input layer of 
the system includes 25 input variables; the output layer contains one neuron that will produce 
a number that represents the treatment regimen. A Resilient backpropagation (Rprop) 
algorithm is used to train the system. In particular, a 10-fold cross-validation scheme was 
used, an 88.5% classification accuracy from the experiments made on data taken from 228 
patient medical records suffering from diabetes (type II). 
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1. Introduction 

          A disease treatment, based upon various 
symptoms, tests and previous state performed upon 
the patient. When several symptoms and tests are 
involved, the ultimate treatment decision may be 
difficult to make, even for a medical expert. 
Consequently, over the past few decades, this has 
given rise to co mputerized medical applications. 
These computerized tools are called clinical decision 
support systems (CDSSs) which are types of 
computer programs that can be developed through 
several kinds of machine learning (ML) techniques 
and used to assist clinicians at the point of care [24]. 
Machine Learning (ML) studies computer algorithms 
for learning to complete a ta sk, make accurate 
predictions and behave intelligently. This learning is 
done based on observations or data and direct 
experience or instructions. In general, ML is about 
learning to do better in the future based on what was 
experienced in the p ast. In some tasks, we could 
specify input/output pairs but not a con cise 
relationship so we need machines to approximate the 
relationship in these I/O pairs. The amount of 
knowledge available about certain tasks might be too 
large for explicit encoding by humans. 
          In medical diagnosis, some of the area for 
ambiguity in the inputs is the his tory (patient's 
description of the disease condition), physical 
examinations (especially in cases of uncooperative 
patients) and laboratory tests (faulty methods or 
equipment). Moreover, in the tre atment, there are  
chances of drug reactions and specific allergies [2, 
20, 21, 22]. All these factors may not be taken into 
account by busy clinics in which hundreds of patients 
attending it daily. Therefore, computers can help the 
clinician to reach an accurate diagnosis faster because 
they make fewer errors than humans in making 
analyses of complex data  [19]. In the literature many 
researchers have given their de finitions of Clinical 
Decision Support System(CDSS); in [4] defined a 
CDSS be software that designed to be direct ai d to 
clinical decision-making, in which the characteristics 
of an individual patient are matched to a  
computerized clinical knowledge base and patient-
specific assessments or recommendations are then 
presented to the clinician or the patient for a decision. 
Miller and Geissbuhler [13] defined a CDS S 
providing diagnostic decision support as a 
‘‘computer-based algorithm that assists a clinician 
with one or more component steps of the diagnostic 
process’’. 

         The remainder of this paper is organized as 
following: section 2 will describe Artificial 
Neural Networks ANN f rom its basi c model 
through its architecture, algorithms and design to 
end with using ANN in medical problems; 
section 3 illustrates Intelligence Clinical 
Decision Support System for d iabetes 
management; section 4 the experiments 
evaluation, section 5 System Results; and section 
6 conclusion and future work.                 

 
 
 

2. Artificial Neural Networks 
Overview 

 ANN is one of the techniques that belong to 
the CI family (usually called Neural Network 
(NN) that was introduced in the 1940s. and 
further developed in the 1980s, as an attempt to 
emulate the features of biological neural 
networks to address a rang e of difficult 
information processing, analysis and modelling 
problems[5]. It is a powerful data modelling tool 
that can capture and represent complex 
input/output relationships.  

2.1 The Basic Model 

 The basic model of ANNs is an input layer 
consisting of nodes that simply accept the input 
values. The outputs of neurons in a layer are 
inputs to neurons in the next layer. The last layer 
is called the output layer. Layers between the 
input and output layers are known as h idden 
layers. The output of a particular artificial 
neuron is determined by the t ype of acti vation 
function, known sometimes transfer function. 
The activation function is used to limit the 
amplitude of the output of a neuro n and is 
commonly known as a s quashing function[6]. 
The most common type of ac tivation functions 
is: Linear activation function (LF): The outputs 
of a lin ear activation function, also known as a 
linear combiner, are determined as follows: a = n 
where n is the sum of the weighted inputs. 
Hyperbolic tangent sigmoid activation function 
(tanh):  The hy perbolic tangent .sigmoid 
activation function (tanh) has the following 
formula: 
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2.2 ANNs Architectures 

 ANN architecture can be divided into two 
main categories based on their processing structure 
(known as topology): feedback and feed-forward 
neural networks [12]. In feedback neural networks 
Signals can travel in both  directions, the network has 
loops in its topology.IN Feed-forward neural 
networks signals are allowed to travel one way only; 
from input to output with no loops. These 
architectures can be further subdivided into two main 
classes based on the number of layers of processing 
nodes used in the model; single-layer perceptron and 
multi-layer perceptron [6]. In  Single-Layer 
Perceptrons or Perce ptron, there is a layer of input 
nodes and a layer of output nodes, which are the only 
processing nodes in the model [8, 9]. The perceptron 
rule has tw o main stages; Feed-forward stage 
Perceptron generates initially randomly weights, then 
the weights (wj) and input values xj are summed to 
compose activation function (v). Th at produces 
output. Error backward stage; In this stage, the output 

error is calculated as the following: iii yt  , 
where ti is the target output and yi is the output, if the 
error is equal to zero then no weight update is 
performed, else the weight must be updated. In Multi-
Layer Perceptron (MLP), or multilayer feed-forward 
networks, there are one or more hidden layers 
between the input and the output nodes [10]. 

 

2.3 Linearly and Non-Linearly Separable 
Problems 

 A problem is said to be linearly separable if a 
straight line can be dra wn to separa te the input 
vectors into two categories. If more than one line is 
needed to separate the input vectors, then we say that 
this problem is non-linearly separable. The single-
layer perceptron is powerful to be used with linearly 
separable problems, while MLP is used with non-
linearly separable problems. 

 
 
 
 
 

2.4 The Back Propagation and Resilient 
Back Propagation Algorithm 
 The backpropagation (BP) neural 
network algorithm is a  multi-layer feed-
forward network trained according to the 
error backpropagation algorithm and is one of 

the most widely applied neural network 
models. BP n etworks can be used to l earn 
and store a lot of mapping relations of input-
output models, with no need to disclose in 
advance the mathematical equation that 
describes these m apping relations. Its 
learning rule is to a dopt the steepest descent 
method in which the backpropagation is used 
to regulate the w eight value and threshold 
value of the network to achieve the minimum 
error sum of the square.  
             Back Propagation algorithm will 
experience a local minimum that occurs 
because the algorithm always changes the 
weights based on the value of the partial 
derivative. So to solve this problem; the 
Resilient Back Propagation (Rprop) was 
devised [17], where it eliminates the harmful 
influence of the magnitude of the partia l 
derivative. As a consequence, only the sign 
of the derivative is considered to indicate the 
amount of the weight update. To achieve this, 

an update-value ij
 is introduced for each 

weight wij, which solely determines the size 
of the weight-update [23]. This adaptive 
update-value evolves during the learning 
process, according to the following learning-
rule:  
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 The adaptation-rule works as follows: Every 
time the partial derivative of the corresponding 
weight wij changes its sign, which indicates that 
the last update was too big and the algorithm has 
jumped over a local minimum, the update-value 

ij
 is decre ased by the factor 

  (which was 
found by experiments that the best value for it is 
equal to 0.5). If the derivative retains its sign, the 
update-value is slightly increased b y the factor 
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  (which was f ound by experiments that the 
best value for it is equal to 1.2) to accelerate 
convergence in shallow regions. 

 

2.5 Designing issues of Artificial Neural 
Network 
Selection of an ANN Topology 

 The decision as to  what ANN topology is to 
be used and which training algorithm to apply to this 
structure is not easy. Selection of a suitable 
combination of these two design components is often 
done experimentally and is pro blem-dependent [16]. 
Other issues closely related to the network topology 
choice include the number of hidden layers and 
hidden units to be used. 

 

 Pre-Processing and Post-Processing 
 The input data should be in such a form that a 
neural network can process it, which means numeric 
values. The choice of the pre-processing method will 
be one of the most significant factors in determining 
the performance of the ANN [14]. One commonly 
used pre-processing method is dat a standardization; 
standardizing a vector most often means subtracting a 
measure of location and dividing by a measure of 
scale, as follows:  





N

i
ia

n
x

1

1

 
 while the standard deviation shows how 
much variation or "dispersion" there is fr om the 
"average" (mean). A low standard deviation indicates 
that the data points tend to be very close to the mean, 
whereas high standard deviation indicates that the 
data are spread out over a large range of values  [7].  
The standard deviation SN is defined as follows: 
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 To obtain a dataset with zero mean  and unit 
standard deviation, we use the following: 

Xi = Value of the raw input variable X for i 
th training case. 
Si = Standardized value corresponding to Xi. 
N = number of training cases. 
Standardize X to mean 0 and standard 
deviation 1 by: 

Si=   (Xi – mean(X)) / Standard 
Deviation(X). 

 

 Generalization Performance of an ANN 
 One of the major advantages of 
neural networks is their ability to generalize; 
this means that a tra ined network could 
classify data that it has never seen before 
from the same class as the  learning data. To 
reach the b est generalization, the dataset 
should be split into three parts:  

 The training set is used to train a 
neural network. The e rror of this 
dataset is minimized during training.  

 The validation set is used to 
determine the performance of a 
neural network on patterns that are 
not trained during learning. 

 A test set for finally checking the 
overall performance of a neural 
network. 

 The learning should be stopped at the 
minimum of the validation set error. At th is 
point, the network generalizes best. When 
learning is no t stopped, overtraining occurs 
and the performance of the network on the 
whole data decreases. 
 

Early Stopping 

 This technique is used for improving the 
generalization of a  neural network during training 
and preventing it from overfitting (Haykin 2001). 
An overfitted network is ill ustrated in Fig. 1 . It 
achieves that by splitting the available data into 
three subsets which are used separately for training, 
validation and testing. These sets are used in the 
following manner: at each iteration through the 
training set, the ANN runs a test over the validation 
set; this is done iteratively while the performance of 
the network continues to improve. When the 
performance does not show further improvement 
with more iteration, the training is completed and 
the ANN runs a test  over the test set. The resu lt 
gives the final performance of the classifier [18]. 
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Fig. 1: Overfitting in Neural Networks, Training error 
is a showdown and validation error is shown up[18]. 

 

2.6 Using Neural Networks in Medical 
Problems 

 Previous studies sought ways of capitalizing 
the use of neural networks in several diseases. It 
proved that Information Techn ology is helpful in 
breast cancer where it can improve the results of 
breast cancer screenings by evaluating the 
performance ANN to predict an outcome (cancer/not 
cancer). Paulin and Santhakumaran [15] presented a 
study on the cla ssification of bre ast cancer using 
feed-forward ANNs; the performance of the network 
is evaluated using Wisconsin Breast Cancer Data set 
(WBCD) where the accuracy of 99.28% using the 
Levenberg-Marquardt (LM) training algorithm was 
obtained.    

 In hepatitis, several studies proved 
that neural networks are u seful for the 
differentiation of two forms of chronic active 
hepatitis.  Bascil and Temurtas [3] presented 
a study for h epatitis diagnosis using a 
multilayer neural network as a machine 
learning technique and LM algorithm as a  
training algorithm. The architecture was on  
the data set that was taken from the 
University of California Irvine (UCI) 
machine learning database. The st udy 
obtained a classification accuracy of 91.87% 
via ten-fold cross-validation. 

In heart disease, several diseases share the same 
symptoms which increase the ability of the wrong 
diagnosis so that ML can help in making correct 
diagnoses. Yan et al. (2006) presented a multilayer 
perceptron based decision support system to 
support the diagnosis of heart diseases; the system 
was applied to five different heart d iseases. The 
results showed that the p roposed system could 
achieve very high diagnosis accuracy( 90%), 

proving its usefulness in support of clinical 
diagnosis decision of heart diseases. 
 AlTimemy and Al Naima [1] in their study 
presented the prediction of kidney dysfunction 
using different neural network approaches.PNN, 
SOM and MLP neu ral network well trained with 
backpropagation algorithm; these networks are 
used as a classifier to predict whether the kidney is 
normal or it will have dysfunction applied on a 
data set collected from one of the private clinical 
laboratories in Ba ghdad, In this st udy, the PNN 
gave a more accurate prediction of kidney 
dysfunction with accuracy 99% while the 
accuracy of SOM was 98% a nd the accuracy for 
MLP was 95%. 

 

Applications of neural networks in the 
diabetes field 
 Many researchers study diabetes since it is a  
chronic disease, for that it includes multiple fields 
that possible to be co mputerized. Polat and 
Gunes,(2007) have reported 89.47% classification 
accuracy using 10 fold cross-validation on Pima 
Indian diabetes disease d iagnosis using principal 
component analysis (PCA) and adaptive neuro-
fuzzy inference system (ANFIS). 
 Temurtas et al, (2009), realized a 
comparative Pima diabetes disease diagnosis For 
this purpose, a multilayer neural network structure 
which was trained by Levenberg–Marquardt (LM) 
algorithm and a pro babilistic neural network 
structure was used . The study achieved 79.62 % 
accuracy using 10 fold cro ss-validation approach 
and it achieved 82, 37% accuracy using the 
conventional validation approach (one training 
and one test). 
Other researchers give attention to the 
psychological state of diabetic patients Manda et 
al, [11] purpose feed-forward backpropagated 
neural network with graphical user interface based 
icons. They collected data from 241 diabetic 
patients with 33 variables and found that four 
variables are very important for predicting the 
well being (age, g ender, weight, fasting plasma 
glucose). Predefined values were considered as a 
set of inputs and found the o utput for measuring 
the wellbeing are energ y, positive wellbeing, 
depression and anxiety. 

Since there are multiple types of insulin 
treatment as shows below: 
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1. Short-acting insulin mixed with 
intermediate-acting insulin, given 
twice daily before meals 

2. Short-acting insulin, given three 
times daily AND intermediate-acting 
insulin, given at bedtime. 

3. Intermediate-acting insulin, given 
once daily. 

 Gogou et al (2001) proposed a system which 
will further facilitate decision making for diabetic 
patient management by insulin administration based 
on a n eural network (NN) app roach. The factors 
participating in the decision making were inc luded 
in diabetes type, patient age, c urrent treatment, 
glucose profile, physical activity, food intake, and 
desirable blood glucose control. The resulting 
system was trained wit h 100 cases and tested on 
100 patient cases. The sy stem proved to app ly to 
this particular problem, classifying correctly 92% of 
the testing case. 

   

3. Intelligence Clinical Decision 
Support System for Diabetes 
Management  
 
 ANN performs quite well with 
complex tasks such as classification problems 
using abstract data. ANN has been applied to 
many areas o f the medical field for analysis 
of various diseases and conditions. 
Therapeutic Decision Support System for 
Type 2 Diabetes u sing ANN is a fairly new 
area, and not m uch analysis has been 
performed with ANN. Section 3 .1 will 
discuss how data was collected and prepared 
to build diabetes management CDSS. Section 
3.2 will discuss the system architecture for 
the diabetes management CDSS 
 

3.1 Data Preparation 

 When a patient report to a physician, 
a large number of possibly relevant inputs 
must be con sidered during the sessio n. A 
physician reaches an accurate diagnosis or 
treatment decision based upon observations, 
the patient’s answers to qu estions, and 
physical examinations and lab results.  

 In this pap er, the diabetes datasets 
used for testing and training the system 
consists of a total of 228 cases, in which each 
medication type has a total of 76 cases, 
gathered from Jordan University hospital, 
located in Amman, Jordan. We have trained 
and tested the system using these medical 
records. Moreover, 25 variables are essential 
to give stable treatment. These variables can 
be divided into four categories: 

Basic information of a pati ent (6 
factors in total). 
The patient’s previous status and test 
(4 factors in total). 
Diabetes complication (7 factors in 
total) 
Lab results and physical examination 
(8 factors in total). 

 
 In Fig.2 in the Appendix I,  t he 
datasheet that was used in gathering the 
patent’s variables is i llustrated; as can be 
seen from this Figure that there are some 
attributes are assigned  a yes or no value to 
indicate the presence or a bsence of an 
attribute, while other attributes are assigned 
one value such a s gender and previous 
treatment. The value of the gender has to be 
either female or male and the value of the 
previous treatment has to be single 
medication, dual medication or insu lin 
therapy. The remaining attributes of age and 
all basic information, diastolic blood 
pressure, systolic blood pressure, an d all 
blood lab r esults were assigned the actual 
values the patient has for these attributes. 
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1.2  System Architecture 

 The following subsections explain how the 
input variables that were used in the training 
and testing process were encoded for building 
the diabetes treatment CDSS, and how the 
number of hidden layers and hidden neurons 
in each layer was chosen.  

1.2.1 Input Variables Classes Encoding 
Scheme 
 All neural networks take numeric inputs, 
therefore the 25 variables were encoded into 
numeric values, as well as the predicted 
treatment type using the following encoding 
schemes: 

i. Numerical variables such as age, diastolic 
blood pressure, systolic blood pressure, and 
all blood lab results were reserved the same 
with no changes. 

ii. Variables with two independent attributes, 
such as the gender, For instance, 1 represents 
the female and 0 male. Some attributes from 
the diabetes complication are encoded with 
binary values (0, 1). 1 is adopted for the 
mentioned categories for the presence of the 
attribute in that category, and 0 for the 
absence of it. 

iii. Previous treatment that represented by three 
independent attributes is encoded using the 
ternary values (1,2,3); with 1 representing 
that the patient uses single medication, 2 
representing that the patient using the dual 
medication, and 3 for the patient treated by 
insulin.  
 After encoding all variables, the training 
dataset was standardized to have a zero mean 
and a unit standard deviation as explained in 
subsection 2.5, and based on the information 
that was collected from the training dataset 
during the standardization; the validation and 
test datasets were standardized also to have a 
zero mean and a unit standard deviation. As 
we mentioned before, the standardization 
method must be applied for both input and 
output variables. 
 

1.2.2 Number of Hidden Layers and 
Hidden neuron 
 Optimizing the nu mber of hidden layer and 
neurons in each hidden layer for a  feed-
forward neural network remains one of the 
unsolved tasks in this research area. Thus 
several researchers have proposed some 
general rules for determining an optimal 
number of hidden neurons for any 
application. Kavzoglu as cited  in Yan et al., 
(2006) has shown that in most situations, 
there is no way to determine the best number 
of hidden layers without training several 
networks and estimating the generalization 
error of each, because the best number of 
hidden layers and units depends in a complex 
way on the number of input and output units, 
the number of tra ining cases and the 
complexity of the classification to be learned 
[19].   Based on this, we used an iterative 
process to determine the best nu mber of 
hidden layers and neurons in each h idden 
layer. In the iterative process, a ten-fold 
cross-validation technique (more details will 
be provided in Section 4) is used  to choose 
the best neural model that will pro vide the 
highest classification accuracy. The wh ole 
process works as follows: 
Step1. Starting from one hidden layer; the 
network architecture has been tested with one 
hidden neuron up to 25 neurons. 
Step2. Add another layer; the number of 
neurons in this layer will be half the number 
of neurons in the previous layer. 
Step3. Repeat step two until the number of 
the neurons in the layer is one. 

 
4. Experiments evaluation 

 In this Section, Subsection 4.1 introduces the 
evaluation method that was used to assess the 
generalization of the ANN models; 2 presents 
multiple ANN architectures that were built to 
choose the best ANN model for building the 
CDSS for d iabetes treatment. Finally, 
Subsection 4.3 introduces the detailed results 
for the best ANN model we obtained i n 
Subsection 4.2. 
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4.1 Cross-Validation and Classification 
Accuracy 
 Cross-validation is a technique used for 
estimating the performance of a predictive 
model. Also, it can be  referred to as an 
estimate of accuracy, sometimes referred to 
as rotation estimation. It is determined by the 
overall number of c orrect classifications 
divided by the t otal number of in stances in 
the dataset (Yan et al., 2 006). One round of 
cross-validation involves partitioning a 
sample of data into subsets, performing the 
analysis on one subset (called the training 
set), and testing the ana lysis on the other 
subset (called the testing set). A third subset 
called the validation set is used to avoid 
overfitting. Moreover, to reduce variability 
and to avoid bad splits that may produce 
overfitting, multiple rounds of cross-
validation are performed using different 
partitions, and the tested results are averaged 
over the rounds. 
 In this case study , ten-fold cross-validation 
was used to access the generalization of the 
network models that were built. A percentage 
of 80%, 10% and 10% data split of the 
complete data samples were applie d to 
represent the training, validation and test 
subsets respectively. This prov ides for eac h 
fold a total of 186, 21and 21 sample cases for 
the training validation and test subsets 
respectively. Each medication type in the 
training set will be represented by 62 samples 
of the total samples of the training set. Also, 
each medication type in the validation set will 
be represented with 7 samples and 7 samples 
for the test set. 
 The classification accuracy is t he percentage 
of the cases that were correctly classified. 
ANN classification accuracy is the most 
important issue since this performance metric 
gave some indication of the ANN 
performance. Accuracy (A) of an indi vidual 
testing dataset depends on the number of 
samples correctly classified and is evaluated 
by the formula:    

A = (T/N)* 100% 
Where T is the nu mber of cases correctly 
classified and N is the total number of cases. 
 

4.2 Models' Building 

 To investigate the best system architecture 
for building the CDSS for diabetes treatment; 
multiple system architectures were built using 
the iterative process that was explained in 
subsection 3.2.2. The different architectures 
were compared according to the classification 
accuracy which each of them has obtained. 
The model with the highest classification 
accuracy (less generalization error) w as 
chosen as the final model for building the 
CDSS. 
 The different ANN architectures have been 
built and tested using MATLAB v ersion 
2010a, which was run under windows 
Microsoft Windows XP Professional version 
2002 OS with a Genuine intel ® CPU, and 
2.49 GB of RAM. 
For all models the following parameters were 
used: 
 

 A Feedforward Backpropagation neural 
network was used for building all models. 

 The number of neurons in the input layer is 
25 (representing the number of features for 
each sample). 

 The number of neurons in the output layer is 
1 (representing one class of the treatment the 
neural will generate). 

 The training algorithm that was us ed for 
training the models is Resilient 
Backpropagation. 

 The activation function that was used for a ll 
the hidden layers is HTSF and the activation 
function that was used for the output layer is 
LF. 

 The following values were  used 0.08 , 
0.0000001, and 6 for the delta initial, the 
performance goal error and the number of 
validation checks to avoid the o verfitting of 
the network respectively. 
 

4.2.1 Models’ Building using One Hidden Layer 

 Since the input layer contains 25 neurons, we 
built network architecture with o ne hidden 
layer and with one up to 25 neurons.  
 Table 1 illustrates the results of 25 different 
architectures. The b est architecture that 
produced the highest classification accuracy 
is (25-11-1); this architecture represents 25 
input variables, one hidden layer of 11 
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neurons and one output layer, the 
classification accuracy for this architecture is 
88.5714%. All the re maining architectures 
produced low classification accuracy varying 
in an interval [73.33-87.14]. 
 
 
 Table  1: Classification Accuracy with one 
hidden layer  

Network  
Architecture 

Classification
 Accuracy  

25-1-1 80.4762 

25-2-1 82.8571 

25-3-1 73.3333 

25-4-1 86.6667 

25-5-1 86.6667 

25-6-1 84.2857 

25-7-1 81.9048 

25-8-1 81.4286 

25-9-1 86.1905 

25-10-1 84.7619 

25-11-1 88.5714 

25-12-1 85.7143 

25-13-1 85.2381 

25-14-1 85.2381 

25-15-1 86.6667 

25-16-1 79.5238 

25-17-1 84.2857 

25-18-1 78.5714 

25-19-1 83.8095 

25-20-1 86.6667 

25-21-1 87.1429 

25-22-1 76.6667 

25-23-1 77.1429 

25-24-1 85.7143 

25-25-1 80.4762 

   
 

4.2.2 Models’ Building using Two Hidden 
Layers 
 For the first hidden layer, we obtained 25 
architectures, so by applying step 2 from the 
iterative process, the number of neurons in 
the second hidden layer will be as follows: 

• N/2 if N is even. 
• N/2  and N/2 if N is odd. 

(Assuming that the number of neurons in the 
first hidden layer is N) 

 Consequently, 37 different architectures will 
be tested when the number of hidden layers is 
two. As notic ed from Table 2 in the 
Appendix I, the best classification accuracy is 
86.6667% is o btained when the n etwork 
architecture is 25-9-5-1 and when the 
network architecture is 25-13-7-1. The results 
for the other architectures vary in an interval 
[69.04-85.2381]. 
  

4.2.3 Models’ Building using three Hidden 
Layers 
 We obtained 37 different architectures when 
the number of hidden layers was two so that 
when a third hidden layer is added, the 
number of possible architectures will be 
increased and it will be hard to manage. To 
decrease the number of possible architectures 
we need to modify the step 1 in the iterative 
process (mentioned before) to be as follow: 
Step1. We start testing the n etwork 
architecture with only one hidden layer; the 
following equation will be applied to find the 
number of neurons in the first hidden layer: 

nf = ( ni  ) / 2 
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Where nf is the number of neurons in the first 
hidden layer, ni is the number of neurons in 
the input layer. 
 Since the input layer contains 25 neurons, the 
number of neurons in the first h idden layer 
will be 12.5 after applying the equation in 
step 1 from the new iterative process. 
Because the result is no t a fixed number, 
applying the ceil operation will produce 13, 
applying the floor operation will produce 12. 
Therefore the network can be trained with 
two different numbers of neurons (in the first 
hidden layer), and to make the testing more 
precise another number is used, which is 11. 
Thus, we a re concerned with five different 
architectures when the number of hidden 
layers was two, 25-11-5-1, 25-11-6-1, 25-12-
6-1, 25-13-6-1, 25-13-7-1 
 After applying step 2 and W .R.T. even and 
the odd number of neurons in the second 
hidden layer, 7 diff erent architectures were 
tested. Table 3 illustrates the c lassification 
accuracy when using three hidden layers; the 
highest accuracy was achieved with the 
network architecture of the form 25-13-6-3-1 
is 83.3333% classification accuracy. The 
other architectures achieved results varying in 
an interval [76.6667-82.8571]. 

 
Table 2:  Classification Accuracy with three 

hidden layers 
Network 

 Architecture
Classification 

Accuracy 
25-11-5-2-1 80.4762 

25-11-5-3-1 81.4286 

25-11-6-3-1 80 

25-12-6-3-1 82.8571 

25-13-6-3-1 83.3333 

25-13-7-3-1 76.6667 

25-13-7-4-1 82.8571 

 

4.2.4 Models’ Building using Four Hidden 
Layers 
 Building the network with four hidden layers 
we need to use the architectures that were 
obtained using three hidden layers. Table 4 
illustrates the results obtained using four 
hidden layers. The highest accuracy was 
achieved with the network architecture of the 
form 25-11-5-3-2-1 is 85.2381% 
classification accuracy. The other 
architectures achieved results varying in an 
interval [67.619-84.7619]. 

 
Table 4: Classification Accuracy with 

four hidden layers 
Network  

Architecture 
Classification 

Accuracy 
25-11-5-2-1-1 78.0952 

25-11-5-3-1-1 67.619 

25-11-5-3-2-1 85.2381 

25-11-6-3-1-1 70 

25-11-6-3-2-1 84.7619 

25-12-6-3-1-1 82.8571 

25-12-6-3-2-1 70.9524 

25-13-6-3-1-1 76.6667 

25-13-6-3-2-1 82.381 

25-13-7-3-1-1 82.381 

25-13-7-3-2-1 82.381 

25-13-7-4-2-1 80.4762 

4.2.5 Summary of the results 

 To summarize, we noticed from the results of 
all models that: 

 The best c lassification accuracy was 88.57% 
using one h idden layer and 11 hi dden 
neurons. 

 We conclude that experiments are the only 
way to determine the best network 
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architecture that can be used to solve a 
specific problem. 

 

 

 

5. System Results 

 The effectiveness of the chosen neural 
network architecture was evaluated on the 
diabetes test set for each fold independently. 

After that, the average accuracy was 
computed; the ANN model with the highest 
classification accuracy is (25-11-1). A 
confusion matrix contains information about 
actual and predicted classifications done by a 
classification system. Performance of such a 
system is commonly evaluated using the data 
in the matrix. In a confusion matrix, columns 
represent the predicted data, while rows 
represent the actual data. 
 Table 5 shows the result of the first run; 
Table 6  in the Appendix I, shows the 
experimental results of the 10 test sets 

Table 5: Confusion Matrix of the First Run 
Regimen 

Type  

One oral 
medicati

on 

Dual 
oral 

medicati
on 

Insulin 
medicati

on 

Classification  
Accuracy 

One oral 

medication 7 0 0 100.00 

Dual oral 

medication 0 6 1 85.71 

Insulin 

medication 0 0 7 100.00 

Total  Accuracy        95.24 
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The accuracy for each class can be 
calculated as follow in Table 7. 

 
 

 Table 7: Proportion of correctly 
classified Treatment 

Treatment 
type 

Accuracy 
% 

One oral 
medication
: 

66/70 = 
94.29% 

Dual oral 
medication
: 

55/70 = 
78.57% 

Insulin 
medication
: 

65/70 = 
96.86% 

Total 
Accuracy  

186/210 
= 

88.57% 
 

6. Conclusion and Future Work 

 In this paper, we hav e developed a clinic al 
decision support system for therapy regimen 
selection of therapy for diabetes type two 
patients. Three treatment regimens have been 
considered (single oral medication 
“metformin”, dual oral medication 
“Metformin Plus Sulfonylurea”, insulin 
medication) An accuracy of 94.29%, 78.57% 
and 96.86% were obtained for the one oral 
medication, dual oral medication and insulin 
medication respectively  
 In the f uture, this work can be extend ed by 
using other types of ANNs suc h as GRNN, 
PNN and RBF to compare the results 
obtained from them with the one obtained 
using the MLP. Also, we can apply one of the 
feature selection algorithms on the diabetes 
disease dataset to choose the medical 
variables that play a m ajor role in the 
treatment process wh ich may give more 
accurate results. Mor eover, applying other 
ML methods such as Artificial Immune 
Systems, Neuro-Fuzzy and Decision Trees 

and comparing the results obtained with the 
one obtained using the ANN may be useful. 
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Appendix I :  

 

Patients Data Set  

System Output: Treatment Type: 

II. Single medication  

III. Dual medication 

IV. Insulin /insulin + Oral medication  

 

System Input: 

i. Patient’s Basic Information: 

 

 Age: 

 

 

 BMI: 

 Height: 
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 Gender: Male / Female 

 Weight: 

 

 Duration:  

 

 

ii. Diabetes Complication 

 

 Hypertension: Yes/No 

 Dyslipidemia: Yes/No 

 Diabetic Neuropathy: Yes/No 

 Hypoglycemic Attack: Yes/No 

 

 

 

 Diabetic Nephropathy: Yes/No 

 Diabetic Retinopathy: Yes/No 

 Cardiac Heart Disease: Yes/No 

 

 

iii. The patient’s previous status and test  : 

 

 Previous weight: 

 Previous Treatment Type:  

 

 

 Previous HBA1C: 

 Previous FBS: 

 

 

 

iv. Lab results and physical examination: 

 

 Current HBA1C: 

 Current FBS: 

 Blood Pressure:          / 

 Cholesterol: 

 

 

 Triglyceride:  

 Low-Density lipoprotein:  

 High-Density lipoprotein:  
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Figure 2: Patient’s Datasheet. 

 

Table  3: Classification Accuracy with two hidden layer  

Network  
Architecture

Classification
 Accuracy  

25-1-1-1 77.619 

25-2-1-1 79.5238 

25-3-1-1 82.8571 

25-3-2-1 73.8095 

25-4-2-1 76.6667 

25-5-2-1 83.8095 

25-5-3-1 79.5238 

25-6-3-1 83.3333 

25-7-3-1 78.5714 

25-7-4-1 82.8571 

25-8-4-1 80.9524 

25-9-4-1 81.4286 

25-9-5-1 86.6667 

25-10-5-1 80.9524 

25-11-5-1 85.2381 

25-11-6-1 74.2857 

25-12-6-1 79.5238 

25-13-6-1 78.0952 

25-13-7-1 86.6667 

25-14-7-1 74.7619 
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Table 6: The confusion matrix of the therapeutic result for 
Diabetes: 10- fold cross- validation 

Regimen Type  One oral 
medication 

Dual oral 
medication 

Insulin 
medication Row Sum 

One oral medication 66 4 0 70 
Dual oral medication 9 55 6 70 
Insulin medication 0 5 65 70 

Column Sum 75 64 71 210 
 

 

 

 

 

25-15-7-1 80.4762 

25-15-8-1 78.0952 

25-16-8-1 82.381 

25-17-8-1 81.9048 

25-17-9-1 78.0952 

25-18-9-1 77.1429 

25-19-9-1 70.9524 

25-19-10-1 79.5238 

25-20-10-1 82.381 

25-21-10-1 81.9048 

25-21-11-1 78.0952 

25-22-11-1 84.2857 

25-23-11-1 82.381 

25-23-12-1 83.8095 

25-24-12-1 83.3333 

25-25-12-1 80 

25-25-13-1 69.0476 
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