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∗Abstract: To meet the needs of the IEEE Standard 1139-2008, this paper suggests using the recently designed
iterative unbiased finite impulse response (UFIR) filtering algorithm to estimate clock state via measurement of
the time interval error (TIE) on an interval ofN most recent past points. The algorithm has the Kalman filter (KF)
form. But, unlike the KF, requires neither the noise statistics nor the initial values. Because noise in clocks has
colored Gaussian components (not white, as required by the KF), the UFIR filter demonstrates higher robustness
and becomes optimal whenN ≫ 1. Applications are given for state estimation in an ovenized crystal clock and
error prediction in a masted clock. Based upon extensive experimental investigations, we show that the UFIR
algorithm outperforms the KF, because the clock covariance matrix cannot be specified correctly in view of the
colored noise.
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1 Introduction

The IEEE Standard 1139-2008 [1] and International
Telecommunication Union (ITU-T) recommendation
G.810 [2] suggest that a clock has three states, namely
the time interval error (TIE), fractional frequency off-
set, and linear frequency drift rate. The problem with
accurate estimation of clock state is associated with
noise, which has slow flicker (colored) components
requiring special filtering and smoothing algorithms.
Note that the Kalman filter (KF), which is a standard
technique in clock state estimation, requires noise to
be white Gaussian and time-uncorrelated. Further-
more, in the three-state clock model the high-order
states are ignored that causes model errors.

The problem is often complicated by not white
measurement noise and data uncertainties when the
reference source of time is removed, which is the case
of the Global Positioning System (GPS)-based time-
keeping. Under such conditions, the KF may produce
extra errors [3, 4, 5] and more robust solutions are re-
quired. There were attempts to use theH∞ filter with
this aim. However, theH∞ often demonstrates an
ability to diverge if the tuning factor is not set properly
[6]. Other solutions relying on Gauss-Markov colored

∗The results of this investigation were reported at the 23nd
International Conference on Circuits, Systems, Communications
and Computers (CSCC 2019), Athens, Greece, July 14-17, 2019.

noise are still not developed for the clock flicker noise.

Jazwinski stated in [3] that the limited memory
filter appears to be the only device for preventing di-
vergence in the presence of unbounded perturbation
in the system. The finite impulse response (FIR)
filter, which has a limited memory, has an imbed-
ded bounded input/bounded output (BIBO) stabil-
ity, demonstrates higher robustness than the KF [5],
and has lower sensitivity to noise and uncertainties
[7, 8, 9]. Moreover, the optimal FIR (OFIR) [8] and
unbiased FIR (UFIR) [10] filtering estimates converge
on large horizonsN ≫ 1 [8] that is typical for highly
oversampled measurements of the TIE.

An important feature of the UFIR filter derived
by Shmaliy in [10] is that its estimate does not de-
pend on the noise statistics and initial errors. Thus,
the colored noise components do not affect the UFIR
estimate as much as the KF estimate. Note that the
IEEE Standard 1139-2008 [1] states that “an efficient
and unbiased estimator is preferred” for clock applica-
tions. Most recently, the UFIR filter was developed to
a computationally efficient iterative Kalman-like algo-
rithm [8, 11] and compared to the KF [12] that makes
it even more attractive for clock applications. Refer-
ring to these advantages and aimed at overcoming is-
sues associated with the KF, the UFIR filter was used
by many authors in diverse applications instead of the
KF [13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23].
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2 Clock Model

The clock TIE x(t) caused by oscillator instabilities
can be modeled with the finite Taylor series as [2]

x(t) = x0 + y0t+
z0
2
t2 + wx(t) , (1)

wheret is the continuous time,x0 = x(0) is the ini-
tial TIE (first state),y0 = y(0) is the initial fractional
frequency offset (second state), andz0 = z(0) is the
initial linear frequency drift rate (third state). Noise
wx(t) = ϕ(t)/2πνnom is completely defined by the
clock oscillator random phase deviation component
ϕ(t) and nominal frequencyνnom in Hz. The IEEE
standard [1] states thatwx(t) is affected by differ-
ent kinds of phase and frequency fluctuations (white,
flicker, and random walks).

In state space, (1) can be represented with the dif-
ferential equation

d

dt
x(t) = Ax(t) +w(t) , (2)

in which x(t) = [x(t) y(t) z(t)]T is the clock state
vector andw(t) = [wy(t)wz(t)wż(t)]

T is the zero
mean Gaussian noise vector having the covariance
Qw(t, θ) = E{w(t)wT (θ)}. In this vector,wy(t) is
the frequency noise,wz(t) is the linear frequency drift
noise, andwż(t) is noise in the first time derivative of
the linear frequency drift. Note thatw(t) is nonsta-
tionary on a long time scale, although it is typically
assumed to be stationary on a short time. The clock
state transition matrixA is given by

A =





0 1 0
0 0 1
0 0 0



 . (3)

In discrete timetn with a time stepτ = tn−tn−1,
model (2) can be represented as

xn = Φ(τ)xn−1 + w̄n , (4)

with the process matrixΦ , Φ(τ) is defined by the
matrix exponentialΦ = eAτ to be [24]

Φ =





1 τ τ2

2

0 1 τ
0 0 1



 . (5)

The zero mean Gaussian noise vectorw̄n and its co-
varianceQw̄(i, j) = E{w̄iw̄

T
j } are given by, respec-

tively,

w̄n =

tn
∫

tn−1

Φ(θ)w(θ) dθ , (6)

Qw̄(i, j) =

ti
∫

ti−1

tj
∫

tj−1

Φ(τ)Qw(τ, θ)Φ
T (θ) dθ dτ .(7)

and we notice that (7) serves to any kind of phase
and frequency noise sources. For white Gaussian ap-
proximation required by KF, this matrix was shown in
[24, 25, 26].

For the measured clock first statex(t), the obser-
vation equation can be written as

sn = Cxn + vn , (8)

whereC = [ 1 0 0 ], andvn is the zero mean mea-
surement noise, which may not obligatorily be white
and Gaussian, as in GPS timing receivers.

3 UFIR Estimator of Clock State

An idea behind the UFIR estimator originally derived
in state space in [10] is the following. If we can-
not specify correctly the noise covariance and mea-
surement is highly oversampled,N ≫ 1, then let us
use a convolution-based FIR filter. Such filters sup-
press random noise by averaging and noise becomes
insignificant whenN ≫ 1. Suppressed noise, the FIR
estimator must be tuned to satisfy the unbiasedness
condition and the remaining question is the error. Ex-
tensive investigations have shown [12] that this strat-
egy often leads to smaller errors than in the KF even
whenN is not large.

The iterative UFIR filtering algorithm [19] re-
quires two matrices:

Λi =
[

(CΦi)T (CΦi−1)T . . . CT
]T

, (9)

Sn,m = [ sn sn−1 . . . sm ]T , (10)

wherem = n − N + 1. Given the number of the
clock statesK, an averaging interval ofN points,v =
m + K − 1, and an iterative variablel ranging from
m+K to n, and auxiliary matrices

L = (ΛT
K−1ΛK−1)

−1 , (11)

Gv = ΦK−1L(ΦK−1)T , (12)

where Gn is the generalized noise power gain
(GNPG), then the algorithms produces an estimate in
two phases:
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1. Compute the clock state atv given data fromm
to v:

x̃v|v = ΦK−1LΛT
K−1Sv,m . (13)

2. Update:

Gl =
[

CTC+ (ΦGl−1Φ
T )−1

]−1
,(14)

x̃l|l = Φx̃l−1|l−1 +FlC
T

×(sl −CΦx̃l−1|l−1) . (15)

Note thatGlC
T in (15) is the bias correction gain

of the UFIR filter, which does not depend on the noise
statistics and is therefore does not equal to the Kalman
gain. The algorithm updates values iteratively until an
iterative variable reachesl = n in each iterative cycle.

4 Applications to Clock Problems

Below, we will employ algorithm (11)–(15) to esti-
mate the clock state in several practical situations.

4.1 Filtering of OCXO-based Clock State via
GPS-Based TIE Measurement

The local clock current state can be estimated if to
employ the GPS one pulse per second (1PPS) timing
signals. The TIE measurements of an oven controlled
crystal oscillator (OCXO)-based local clock imbed-
ded in the Frequency Counter SR620 (Stanford Re-
search System, Inc., Sunnyvale, CA) have been pro-
vided with another SR620. As a reference signal,
we use the 1PPS output of the GPS SynPaQ III Tim-
ing Sensor (Synergy Systems, LLC, San Diego, CA).
To obtain an actual TIE, simultaneous measurements
were organized for the Cesium Frequency Standard
CsIII (Symmetricom, Inc., San Jose, CA).

4.1.1 UFIR Filter

To estimate the OCXO state atn for K = 3, we mod-
ify the UFIR algorithm as

L = (ΛT
2 Λ2)

−1 , (16)

Gv = Φ2L(Φ2)T , (17)

x̃v|v = Φ2LΛT
2 Sm+2,m , (18)

Gl =
[

CTC+ (ΦGl−1Φ
T )−1

]−1
, (19)

x̃l|l = Φx̃l−1|l−1 +GlC
T (sl −CΦx̃l−1|l−1)

(20)

with Λ2 specified by (9) as

Λ2 =





1 2τ 2τ2

1 τ τ2

2

1 0 0



 (21)

and find optimalNopt = 3500 following [27].

4.1.2 Kalman Filter

To apply the KF, one needs to know the noise co-
variances and initial errors [28]. Noise in the OCXO
embedded into SR620 is specified with three val-
ues of the Allan deviation:σy(1s) = 2.3 × 10−11,
σy(10s) = 1.0×10−11, andσy(100s) = 4.2×10−11.
These values can be converted to the diffusion param-
eters [26] via

σ2
y(τ) =

q1
τ

+
q2τ

3
+

q3τ
3

20
(22)

and thenQw̄(τ) specified in white Gaussian approxi-
mation using (7) as [25]

Qw̄(τ)

τ
=







q1 +
q2τ

2

3
+ q3τ

4

20
q2τ
2

+ q3τ
3

8
q3τ

2

6
q2τ
2

+ q3τ
3

8
q2 +

q3τ
2

3

q3τ
2

q3τ
2

6
q3τ
2

q3






.

(23)
Becauseσ2

y(τ) is upper-bounded in the OCXO speci-
fication, we conventionally reduce this bound by the
factor of 2, thinking that the KF will perform bet-
ter. Finally, the variance of the sawtooth noise in-
duced by GPS SynPaQ III Timing Sensor was found
asQv = 502/3 ns2 and the unknown initial states
taken asx10 = y0, x20 = 0, andx30 = 0.

Estimates ofxn andyn are sketched in Fig. 1a
and Fig. 1b, respectively, in line with the reference
(actual) data (dashed) provided with CsIII.

Based upon these results, we acknowledge that
efforts to describeQw̄(τ) via σy(τ) were unsuccess-
ful, as the KF produces worst estimates, especially for
the second state (Fig. 1b). Errors can be reduced
by decreasing values ofσ2

y(τ). However, this drops
the Allan deviation below our imagination about the
stability of the OCXO exploited and we deduce that
the KF does not suit well the clock model, at least
its applications need further investigations. In con-
trast, withNopt = 3500, the UFIR filter produces
much smaller errors and demonstrates higher robust-
ness against GPS-time uncertainties, especially for the
second state (Fig. 1b). The UFIR filter outperforms
the KF even forN = 2500 andN = 1500.

4.2 Error Estimation and Prediction of the
NIST MC

The National Institute of Standards and Technology
(NIST) has published on the WEB site the UTC–
UTC(NIST MC) time differences (285 points) mea-
sured each 10 days in 2002-2009, as issued monthly
by BIPM. For this measurement, we form the time
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Figure 1: GPS-based TIE measurement and state estimation of the OCXO-based clock in the presence of the GPS time
temporary uncertainties: (a) TIE and (d) fractional frequency offset.

scale starting withn = 0 (52279 MJD) and finishing
atn = 284 (55129 MJD). The measurement is shown
in Fig. 2a.

The Master Clocks (MCs) are commonly mod-
eled to have two states,K = 2. Because the NIST
MC is error-corrected, we suppose that the process is
stationary and employ all data available. Accordingly,
we letN = n+ 1 and use the full-horizonp-step pre-
dictive UFIR algorithm [8]

G1 = Φ(ΛT
1 Λ1)

−1ΦT , (24)

x̃1+p|1 = Φ1+p(ΛT
1 Λ1)

−1ΛT
1 S1,0 , (25)

Gn =
[

CTC+ (ΦGn−1Φ
T )−1

]−1
, (26)

x̃n+p|n = Φx̃n−1+p|n−1 +ΦpGnC
T

×(sn −CΦ1−px̃n−1+p|n−1) , (27)

with n > 2 and

Λ1 =

[

1 τ
1 0

]

. (28)

A remarkable property of this algorithm is that it
needs onlyp for interpolation or extrapolation. Be-
cause the NIST MC exhibits excellent etalon proper-
ties, we set zero initial conditions to the KF,x0 = 0
and y0 = 0. For the resolution of 0.1 ns in the
published data, the uniformly distributed digitization
noise has the varianceσ2

v = 0.052/3 ns2 = 8.33 ×
10−4 ns2.

In Fig. 1, we sketch estimates ofxn andyn ob-
tained by (24)–(28) and with the standard KF. Cur-
rent estimates of the first state are shown in Fig. 1a
along with the prediction of time errors (arrows) pro-
vided from the points indicated by increasingp. Since

the UFIR estimator is unbiased, the first arrow coin-
cides in the direction with several initial measurement
points. Increasedn, the prediction vectors show pos-
sible behaviors extrapolated atn+p, p > 0, over mea-
surement from 0 ton. Although, measurement in Fig.
1a looks like a stationary process, the estimator re-
veals a small positive angle resulting in the frequency
offset shown in Fig. 1b.

Observing Fig. 2, one may conclude that the
KF is less suitable for MCs than the UFIR filter. In
fact, due to the transients, the KF does not provide a
real picture with a small number of the measurement
points. In the intermediate region (about the point
of 1 × 103 days), both filters produce consistent es-
timates. On a longer baseline, the full-horizon UFIR
filtering algorithm keeps filtering noise out, while the
KF inherently exhibits qualitatively the same error
picture.

5 Conclusions

In this correspondence, we have investigated error in
local and Master clocks using the UFIR filtering al-
gorithm with and without the prediction option and
in applications to state filtering in the OCXO-based
clock and error prediction (extrapolation) in the NIST
MC. What has been revealed is that the UFIR algo-
rithm, which completely ignores the noise statistics
and initial values, produces smaller errors and has bet-
ter robustness than the standard KF due to the follow-
ing reasons. The Allan deviation is commonly spec-
ified for oscillators at 1 s, 10 s, and 100 s that is in-
sufficient for the specification of the noise covariance
matrix even in white Gaussian approximation. There-
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Figure 2:Estimates of the NIST MC current state via the UTC–UTC(NIST MC) time differences (285 points) measured in
2002–2009 each 10 days: (a) TIE and (b) fractional frequency offset. Digits indicate the time points from which the arrows
come out.

fore, the KF may produce poor suboptimal estimates
and its applications to clocks need thus further inves-
tigations. On the other hand, the UFIR ignores the
noise covariance and is thus more suitable for clocks.
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