Abstract: An alternative analytical solution to six degrees-of-freedom position and attitude estimation problem is proposed. The proposed method relies on the use of Singular Value Decomposition to the transformation matrix between the currents in the transmitter and in the receiver. The proposed method is validated using synthetic data, in which a random motion is applied to the transmitter within an environment with different levels of noise. Once the efficacy of the method is confirmed, the proposed algorithm is benchmarked against a well established closed-form solution. The presented method was able to accurately obtain the position and orientation, with performance comparable to the benchmark.
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1 Introduction

Six degrees-of-freedom (6-DOF) position and attitude estimation is a problem that frequently arises in computer vision and robotics, in which it is desired to determine the position and orientation of a given object, in relation to a reference frame. Electromagnetic (EM) trackers have been widely studied and recently used in applications that require a high level of accuracy, such as image-guided surgery and other medical applications [13, 3, 10, 15, 11], as well as in virtual reality and motion capture [6, 2]. To obtain an accurate position, calibration techniques were developed to reduce environment interference and other sources of error [7] or alternative approaches for coil settings [4]. However, the pose estimation methods have not changed in the same pace.

The pioneering paper on 6-DOF EM motion tracking [12] describes an algorithm to find the position and orientation of an electromagnetic motion tracker recursively using linear transformations and rotation matrices. Later, matrix closed-form solutions and iterative approximations using quaternion-based methods were developed [8]. Closed form solutions are desirable over numeric approximations since they are non-iterative, which increases the processing speed.

The present work proposes an alternative analytical solution to the position and orientation estimation problem in 6-DOF electromagnetic Tracking systems using Singular Value Decomposition (SVD). The method is non-iterative, which provides a fast and accurate solution.

2 Preliminaries

2.1 Electromagnetic Motion Tracker

The system herein discussed is the same proposed in [12] and [8]. It consists in a two sets of three-axis or-
orthogonal coils, one acting as a source and other as a sensor. The objective of this system is to identify the relative position and orientation between source and sensor, as shown in Fig. 1. Sensor position is represented in spherical coordinates \((\alpha_1, \beta_1, \rho)\), relative to source reference, while sensor orientation is determined by Euler angles \((\phi_1, \theta_1, \psi_1)\). Using the notation presented in [12], the subscript indicates the coordinate frame which the variable is related; variables with subscript 1 are referenced to source coordinate frame, while the subscript 5 indicates that the variable is related to the sensor coordinate frame. The distance \(\rho\) does not have a subscript since this variable does not depend on the coordinate frame [12].

\[
H_r(\rho, \beta) = \frac{\mu}{4\pi \rho^3} \sin \beta \tag{3}
\]

Faraday’s Law states that placing another coil at point \(P\), the variable magnetic field will induce a induced current over it. Since the strength of the field is a function of the relative position between the excited (source) and induced (sensor) coils, it is possible to deduce \(P\) from the source and sensor currents. By using three concentric coils in both source and sensor, with their magnetic moments mutually perpendicular, it is possible to obtain the relative position and orientation between source and sensor. Usually, source and sensor have the same parameters, such as number of coil turns and surface area.

The excitation of the source happens in three sequential excitation states. Each state is represented by a vector, where each component stands for the current value for the orthogonal coils at the given state. The excitation sequences must have linearly independent states, in order to be readily identifiable. The simplest example of excitation sequence is the excitation of only one coil at each state.

The magnetic field generated by each source excitation state generates a corresponding set of induced currents in the sensor. In vector notation, \(\mathbf{f}_s^{(n)}\) stands for the source excitation currents vector at a given \(n\) state, while \(\mathbf{f}_5^{(n)}\) is the sensor induced currents vector at the same \(n\) excitation state. They can be amalgamated into two matrices, \(\mathbf{F}_1\) and \(\mathbf{F}_5\), as shown in (4) and (5).

\[
\mathbf{F}_1 = \begin{bmatrix} f_1^{(1)} & f_2^{(1)} & f_3^{(1)} \\ f_1^{(2)} & f_2^{(2)} & f_3^{(2)} \\ f_1^{(3)} & f_2^{(3)} & f_3^{(3)} \end{bmatrix} \tag{4}
\]

\[
\mathbf{F}_5 = \begin{bmatrix} f_1^{(1)} & f_2^{(1)} & f_3^{(1)} \\ f_1^{(2)} & f_2^{(2)} & f_3^{(2)} \\ f_1^{(3)} & f_2^{(3)} & f_3^{(3)} \end{bmatrix} \tag{5}
\]

Both source and sensor are connected to a computing unit, that runs an algorithm to estimate position and orientation from the given current vectors. The algorithm is executed after each sequence of three excitation states [12]. After three excitation states, it is possible to build the source excitation and sensor induced matrices, that contain sufficient information to determine the relative position and orientation between source and sensor.

The electromagnetic coupling between source and sensor can be described as a linear transformation between source to sensor coordinate frames [12]. By using spherical coordinates, rotation is one of the
main elements for the determination of the relative position and orientation between source and sensor. Any rotation can be expressed as a rotation matrix.

A rotation of an angle $\gamma$ around a $u$-axis can be written in matrix form as $R_u^u$. Any rotation matrix can be seen as a combination of canonical rotation matrices, which have rotation axis in the same direction of the unit vectors of the Cartesian coordinate frame. The canonical rotation matrices for an arbitrary rotation angle $\gamma$ are shown in Table 1.

### Table 1: Canonical Rotation Matrices

<table>
<thead>
<tr>
<th>Rotation Axis</th>
<th>Canonical Rotation Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>$R_x^x = \begin{bmatrix} 1 &amp; 0 &amp; 0 \ 0 &amp; \cos \gamma &amp; -\sin \gamma \ 0 &amp; \sin \gamma &amp; \cos \gamma \end{bmatrix}$</td>
</tr>
<tr>
<td>$y$</td>
<td>$R_y^y = \begin{bmatrix} \cos \gamma &amp; 0 &amp; \sin \gamma \ 0 &amp; 1 &amp; 0 \ -\sin \gamma &amp; 0 &amp; \cos \gamma \end{bmatrix}$</td>
</tr>
<tr>
<td>$z$</td>
<td>$R_z^z = \begin{bmatrix} \sin \gamma &amp; \cos \gamma &amp; 0 \ \cos \gamma &amp; \sin \gamma &amp; 0 \ 0 &amp; 0 &amp; 1 \end{bmatrix}$</td>
</tr>
</tbody>
</table>

Using rotation matrices and physical and geometrical relationships, the matrix equation for the electromagnetic coupling between source and sensor is written as (6). By solving this matrix equation, it is possible to obtain the sensor induced currents based on the source currents and physical information of both source and sensor.

$$f_{5}^{(n)} = \frac{C}{\rho^3} R_1^x R_1^y R_1^z R_1^{\rho} R_1^{\alpha} R_1^{\beta} [SR_x^y R_x^z f_{1}^{(n)}]$$

(6)

In (6), the $S$ matrix represents the geometrical and physical coupling relationship between the sensor and the source when their $x$ axis are aligned with zero orientation, as explained in [12]. The matrix $S$ is presented in (7). The constant $C$, as expressed in (8), expresses the relationship between the sensor gain $G$, number of sensor coil turns $N$, and the coil surface area $\Omega$ [12].

$$S = \begin{bmatrix} 1 & 0 & 0 \\ 0 & -\frac{1}{2} & 0 \\ 0 & 0 & -\frac{1}{2} \end{bmatrix}$$

(7)

$$C = \frac{N\Omega G}{2\pi}$$

(8)

Equation (6) can be also represented in terms of orientation and position rotation matrices. The orientation matrix $A$ can be written as in (9), while the position matrix $P$ is written as in (10).

$$A = R_{\phi_1}^x R_{\phi_1}^y R_{\phi_1}^z$$

(9)

$$P = R_{\beta_1}^x R_{\alpha_1}^y$$

(10)

Computing the matrices in (9) and (10), $A$ and $P$ can be written as in (11) and (12).

$$P = \begin{bmatrix} \cos \alpha_1 \cos \beta_1 & \sin \alpha_1 \sin \beta_1 & -\sin \beta_1 \\ -\sin \alpha_1 & \cos \alpha_1 & 0 \\ \cos \alpha_1 \sin \beta_1 & \sin \alpha_1 \sin \beta_1 & \cos \beta_1 \end{bmatrix}$$

(12)

Using $A$ and $P$, (6) can be rewritten as (13).

$$f_{5}^{(n)} = \frac{C}{\rho^3} \Omega^{-1} S P f_{1}^{(n)}$$

(13)

Equation (13) describes the relationship between the source currents in a given state and the sensor induced currents. Therefore, the forward problem can be set by defining the position $P(\rho, \alpha, \beta)$ and orientation $O(\psi, \theta, \phi)$ of the sensor, and with known source currents for each state, the induced currents can be calculated. The inverse problem then is, given the source and sensor currents, the position $P$ and orientation $O$ should be defined.

### 3 Proposed Analytical Solution of the Electromagnetic Tracking Inverse Problem

The proposed method uses the Singular Value Decomposition to obtain position and orientation information in an electromagnetic motion tracking system similar to the one proposed in [12] and [8]. Given an $n$-order matrix $W$, its singular value decomposition is presented in (14), where $U = [u_1 \ u_2 \ \cdots \ \ u_n]$ and $V = [v_1 \ v_2 \ \cdots \ \ v_n]$ are orthogonal matrices formed by the left ($u_i$) and right ($v_i$) singular vectors of $W$; and $\Sigma = \text{diag}(\sigma_1, \sigma_2, \cdots, \sigma_n)$ is a diagonal matrix where the singular values of $W$ are decreasingly ordered [5].

$$W = U \Sigma V^T$$

(14)

The equation presented in (13) relates the information provided by the motion tracking system, generated by source ($f_{1}^{(n)}$) and sensor ($f_{5}^{(n)}$). Using the source excitation currents matrix $F_1$ and sensor induced currents matrix $F_5$ presented respectively in (4) and (5), the expression (13) can be rewritten as (15), which represents the matrix system used to determine a given position and orientation in space.

$$F_5 = \frac{C}{\rho^3} \Omega^{-1} S P F_1$$

(15)
The matrix equation in (15) stands for a linear transformation between the source and sensor coordinate frames. The transformation matrix $T$ is presented in (16).

$$T = F_2 F_1^{-1} = \frac{C}{\rho^3} A P^{-1} S P$$  \hspace{1cm} (16)

Once $T$ is known by the definition expressed in (16), the Singular Value Decomposition can be performed. To obtain the right-singular vectors in matrix $V$ and the singular values matrix $\Sigma$, $TT^T$ is computed using $T$ as in (16). The eigenvalues of $TT^T$ are presented in (17), in which $\lambda_2$ is an eigenvalue with multiplicity 2.

$$\Lambda_{TT} = \begin{bmatrix} \lambda_1 \\ \lambda_2 \end{bmatrix} = \begin{bmatrix} \frac{c_2}{\rho^3} \\ \frac{c_1}{\rho^3} \end{bmatrix}$$  \hspace{1cm} (17)

Knowing the eigenvalues of $TT^T$, the singular values $\sigma_i$ can be obtained by taking their square roots. Thus, the matrix $\Sigma$ can be written as in (18).

$$\Sigma = \text{diag}(\sigma_1, \sigma_2, \sigma_3) = \begin{bmatrix} \frac{c}{\rho^3} & 0 & 0 \\ 0 & \frac{c}{2\rho^3} & 0 \\ 0 & 0 & \frac{c}{2\rho^3} \end{bmatrix}$$  \hspace{1cm} (18)

The corresponding unit eigenvectors for each (17) eigenvalue are presented, being (19) for $\lambda_1$, and (20) and (21) for $\lambda_2$. It can be observed that $\lambda_2$ is a complete eigenvector, as it has a number of eigenvalues equal to its multiplicity.

$$v_{\lambda_1} = \begin{bmatrix} -\cos \beta_1 \cos \alpha_1 \\ -\cos \beta_1 \sin \alpha_1 \\ \sin \beta_1 \end{bmatrix}$$  \hspace{1cm} (19)

$$v_{\lambda_2}^{(1)} = \begin{bmatrix} \sin \beta_1 \\ k \\ \cos \alpha_1 \cos \beta_1 \end{bmatrix}$$  \hspace{1cm} (20)

$$v_{\lambda_2}^{(2)} = \begin{bmatrix} -\sin \alpha_1 \\ \cos \alpha_1 \end{bmatrix}$$  \hspace{1cm} (21)

By combining the right singular vectors of $T$ presented in (19) and (23) the matrix $V$ can be obtained, as presented in (24), where $c_1, \ldots, c_4$ are real scalars.

$$v_{\lambda_2} = \begin{bmatrix} c_1 \sin \beta_1 \\ -c_2 \sin \alpha_1 \\ c_2 \cos \alpha_1 \\ c_1 \cos \alpha_1 \cos \beta_1 \end{bmatrix}$$  \hspace{1cm} (23)

An important feature of this method is that the matrices $\Sigma$ and $V$ have no common variable, with $V$ being in function of the position angles $\alpha_1$ and $\beta_1$, while $\Sigma$ is in function of the distance $\rho$. Therefore, the position coordinates can be determined independently using SVD over the linear transformation matrix $T$.

The basis of the $\lambda_2$ eigenspace has two vectors, any linear combination of these vectors presented in (23) is also an eigenvector of $TT^T$, consequently a right-singular vector of $T$. Therefore, any eigenvector of $\lambda_2$ eigenspace can be written as (23), where $c_1$ and $c_2$ are real scalars.

$$k = \sqrt{\cos^2 \alpha_1 \cos^2 \beta_1 + \sin^2 \beta_1}$$  \hspace{1cm} (22)

Since the basis of the $\lambda_2$ eigenspace has two vectors, any linear combination of these vectors presented in (23) is also an eigenvector of $TT^T$, consequently a right-singular vector of $T$. Therefore, any eigenvector of $\lambda_2$ eigenspace can be written as (23), where $c_1$ and $c_2$ are real scalars.

$$v_{\lambda_2} = \begin{bmatrix} \frac{c_1 \sin \beta_1}{k} \\ c_2 \cos \alpha_1 \\ c_1 \cos \alpha_1 \cos \beta_1 \end{bmatrix}$$  \hspace{1cm} (23)

An important feature of this method is that the matrices $\Sigma$ and $V$ have no common variable, with $V$ being in function of the position angles $\alpha_1$ and $\beta_1$, while $\Sigma$ is in function of the distance $\rho$. Therefore, the position coordinates can be determined independently using SVD over the linear transformation matrix $T$.

Since the eigenvector of $\lambda_1$ is not a linear combination as $\lambda_2$ eigenvectors, it makes the first column of $V$ more predictable than the others. Because of this, the calculation of $\alpha_1$ and $\beta_1$ is made with values of $v_{\lambda_1}$.

One important subject in EM motion tracking systems is to determine whether a tracking value is real or spurious. Thanks to electromagnetic symmetries of the motion tracker, position angles must be studied
the orientation coordinates without resorting to a coordinate transform and SVD was presented by Kuipers [8], where $P$ and $o$ are obtained separately.

## 4 Validation Methodology

The herein presented method was validated using synthetic data. A program that generates the sensor induced currents for a given set of source currents and sensor position and orientation was written. For a fixed set of source currents, 20,000 samples of uniform distribution random position and orientation signals are generated within each variable range. For test purposes the distance $r$ between source and sensor was limited to $1\ m$, with a source radius of $3\ cm$. The analytical solution was applied over the linear transformation matrix $T$ obtained as in (16), based solely on the source and sensor currents. Then, the true and calculated positions and orientations are submitted to a statistical error analysis.

After testing the method for a noiseless environment, a sensitivity to noise test was applied, to verify the behaviour of the system under noisy environments. Through simulation, additive white Gaussian noise with different Signal-to-Noise Ratios (SNR) were applied over the sensor currents, getting 20,000 samples for each SNR value. After applying the analytical solution, percentage error between true and calculated position and orientation was obtained to analyze the disturbance of the applied noise over the position calculation.

Once the error analysis had been performed, the method presented herein was compared with a previously published closed-form solution. The method chosen as the benchmark was the closed-form solution presented by Kuipers [8]. For each position and orientation, both methods were applied under different levels of noise, and their normalized root-mean-square errors are compared for each parameter. Also, the time performance of each method was compared, with both algorithms running on the same computer, using Matlab® R2017a on an Intel® Core™ i5-3470 at $3.20\ GHz \times 4$, with an Ubuntu™ GNOME 17.04 operating system.

With this method, the validity of the analytical solution can be determined, since the induction simulation program receives random position and orientation

$$V = \begin{bmatrix} -\cos \beta_1 \cos \alpha_1 & c_1 \sin \beta_1 & c_3 \sin \beta_1 - c_4 \sin \alpha_1 \\ -\cos \beta_1 \sin \alpha_1 & c_2 \cos \alpha_1 & c_4 \cos \alpha_1 \\ \sin \beta_1 & c_1 \cos \alpha_1 \cos \beta_1 & c_3 \cos \alpha_1 \cos \beta_1 \end{bmatrix}$$  \hspace{1cm} (24)
values, delivering only a set of source and sensor currents, without any other information in advance, such as last sensor position, required in other methods. The analytical solution must track them directly from these current values in noisy and noiseless environments, being also robust to parameter uncertainty, making it a fair validation test for the presented method, due to its randomness.

5 Validation Results

5.1 Error Analysis

Table 3 shows the description of the error between true and calculated values for a random motion simulation for each of the six degrees-of-freedom after 20,000 samples for a noisy environment, while Table 4 shows the error description for noisy environments.

From the presented results, it can be seen that the analytical solution successfully calculated the true position and orientation with mean error equal to $1.5387 \times 10^{-17}$% and mean standard deviation of $8.7965 \times 10^{-16}$%, based only on the source and induced sensor currents in a noiseless environment. Such small values of error can be taken as zero without any loss of generality. Therefore, the analytical solution is valid for the whole interval of possible tracking variables, having a very small error between the calculated value and the true position and orientation.

Observing the results presented in Table 4, it can be seen that the analytical solution is fairly robust to additive white Gaussian noise for signal-to-noise ratios greater than 60 dB. The estimation of the distance $\rho$ suffer less interference on the error, since it can be obtained through an average of the different forms to obtain it as shown in (25). With $SNR = 80\text{ dB}$, all the variables have sufficiently small errors, while in $SNR = 100\text{ dB}$ it is almost negligible. It must be observed that the elevation angle $\beta_1$ presents the largest error value of all measurements, due to its dependency of the azimuth angle $\alpha_1$, which in noisy environments, greatly increases the elevation error.
Figure 2: Normalized root-mean-square error of each measurement when applying the proposed and Kuipers’ methods [8] under different noise levels.

Aside from the environmental noise over the sensor, parameter uncertainty is another source of error that may occur during the calculation. Thus, the robustness of the method to parameter uncertainty must also be assessed.

5.2 Benchmarking

Figure 2 presents the normalized root-mean-square errors (NRMSE) for each measurement when applying the proposed method and the closed-form solution presented by Kuipers [8], under different noise levels, while Figure 3 shows the histogram of the elapsed time for each algorithm to obtain all measurements.

From Figure 2, it can be observed that, even though the two methods have different mathematical approaches, both have comparable results under different noise levels. Even though the difference is slim, the proposed algorithm retrieves a better estimate of the position angles $\alpha$ and $\beta$, while Kuipers’ algorithm retrieves a more accurate estimate of the orientation angle $\theta$. All other measurements are have very close NRMSEs.

Figure 3: Histogram of the elapsed time for each inversion when applying the proposed and Kuipers’ method [8] under different noise levels.

Analyzing the time performance, both algorithms have have similar performances, with Kuipers’ method having an advantage of 17 $\mu s$ if the sample
modes are compared.

With this benchmark analysis it can be seen that the proposed method has a performance comparable to the closed-form solution presented by Kuipers [8].

6 Conclusions

This article proposes an alternative analytical solution for the electromagnetic motion tracking system problem using Singular Value Decomposition. The method was validated through simulation using uniformly distributed random position and orientation values and benchmarked against the closed-form solution proposed by Kuipers. The proposed analytical method retrieved very good results, calculating position and attitude with very low errors and error variances, attesting its efficacy. The analytical method also presented good robustness to additive Gaussian noise. However, for more accurate solutions, it is recommended to remove possible sources of noise of the surrounding environment and apply noise filtering techniques over the received signal.

When compared with Kuipers’ method, the presented algorithm yielded results that are comparable with the benchmark, having a slightly better result for some position angles under high levels of noise. The time performance of the presented method is also comparable to the one presented by Kuipers’ algorithm, with a narrow advantage of 17 µs for the latter.

This method is presented as an alternative solution to the electromagnetic motion tracking problem and opens a venue for future improvement on the algorithm and different applications.
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