New Approach to Memory Less Design and Look-Up-Table Realization for Low-Complexity Reconfigurable Digital FIR Filter Architectures

J.L. MAZHER IQBAL
Department of Electronics and Communication Engineering
Rajalakshmi Engineering College,
Chennai-602 105, India
mazheriq@gmail.com

S. VARADARAJAN
Department of Electronics and Communication Engineering
Sri Venkateswara University College of Engineering
Tirupati-517 502, India
varadasouri@gmail.com

Abstract: - Low-complexity and high-speed digital finite impulse response (FIR) filter is widely used in various signal processing and image processing applications because of less area, low cost, low power and high speed of operation. This article presents optimum low-complexity, reconfigurable digital FIR filter architectures based on memory less design and look up table (LUT) realization. The memory less design uses computation sharing multipliers (CSHM) and binary based common sub-expression elimination (BCSE) method for different word length filter coefficients. The memory based LUT multiplier approach uses memory elements to store the sub set of products of the filter coefficients. The LUT based multiplier removes the need of decoders in the FIR filter design. Thus reduce hardware complexity of the proposed reconfigurable digital FIR filter architectures. In this article, we show that the proposed memory based LUT multiplier approach could be an area-efficient alternative to distributed arithmetic (DA) based design of FIR filter with the same throughput of implementation. Also the proposed novel reconfigurable FIR filter architecture using CSHM involves less area and lower latency of implementation compared to the existing reconfigurable FIR filter implementations.
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1 Introduction
In many digital signal processing (DSP) and image processing applications finite impulse response (FIR) digital filter is widely used as a basic tool because of their absolute stability and linear phase property. Digital FIR filters find extensively used in mobile communication systems and multimedia applications such as channelization, channel equalization, matched filtering, and pulse shaping, video convolution functions, signal preconditioning and various communication applications. The disadvantage of using digital FIR filters is that it involves a lot of computations to process a signal. The implementation cost and power consumption are also high because of computational complexity. Real-time implementation of large orders filters is a challenging task, as the filter order increases the number of multiply-accumulate (MAC) operations required per filter output also increases therefore the complexity of FIR filter implementation also increases. Steady advances in VLSI technology and design tools have extensively expanded the application domain for DSP over the past decade. While fixed logic application specific integrated circuits (ASICs) and programmable digital signal processors (PDSPs) remain the implementation choice for many DSP applications, increasingly new system implementations based on reconfigurable computing is being considered to develop dedicated and reconfigurable architectures for realization of FIR filters. The core processing element of most reconfigurable computers is field programmable gate array (FPGA). Many characteristics of FPGA such as flexibility, parallelism, reconfigurable time, reduce power consumption, hardware reuse make them attractive in digital FIR filter design. The proposed reconfigurable FIR filter architectures are implemented on an FPGA. The complexity of FIR
filter is dictated by the complexity of coefficient multipliers. The multiplication consumes more area, high power, and high latency. The width of the transition band of an FIR filter depends on filter order. The higher the filter order, the sharper is the transition band of an FIR filter. High power, and high latency. The width of the transition band.

Systolic decomposition of distributed arithmetic (DA) based inner product computation (dependent adder graph) exploits high-level of concurrency using pipelining or parallel processing [1]. It is an attractive technique for efficient hardware implementation of DSP applications [2-5]. The systolic decomposition scheme is found to offer a flexible choice of the address length of the look-up-table (LUT) for DA-based computation to decide on suitable area time trade-off. It is observed that by using smaller address lengths for DA based computing unit it is possible to reduce memory size, but leads to increase in adder complexity and latency. In our earlier article [22], we have proposed the reconfigurable FPGA based hardware accelerator, a balance shared memory architecture for FIR filtering and time variant discrete Fourier transform (TVDFT) which provides reconfigurability but not low-complexity. Thus the memory element has been mapped in DA-based computation and well suited for memory-less computation technique.

Memories (SRAM) are much faster, high reliable with high packing density, and wide temperature range, hence the computing logic and memory elements are at close proximity to each other to achieve minimum delay, minimum bandwidth requirement, and power dissipation in reconfigurable computing systems [6]. The memory based implementations are computation of multiplication by LUT [7-11] and DA for inner product computation [12–21]. A DA based approach has been suggested in [26], where memory space is reduced at the cost of additional adders. The multiplier less DA based technique computation of inner product by accessing the sequence of LUT followed by shift-accumulation operations. The LUT and shift-add operations, can be efficiently mapped in DA-based computation and well suited for FPGA based realization. The limitation of DA-based implementation for FIR filters is that as the filter order increases the memory requirement increases exponentially. In [31], common sub-expression elimination algorithm for implementing low-complexity FIR filters in software defined radio receivers (SDR) is presented but it does not consider reconfigurability. The memory element has been used as a part or complete arithmetic circuit in various DSP algorithms such as digital FIR filters for a set of fixed coefficients. The advantages of memory-based design are reduced latency, dynamic power consumption because of less switching activities for memory-read operations and high-throughput compare to conventional multipliers.

In this article, we have proposed a novel approach to memory based design using optimized LUT multiplier in order to reduce the hardware complexity. The proposed LUT based multiplier removes the need of using decoders in the FIR filter design. Also the complexity of the multiplier in a FIR filter is reduced using the memory less computation. The multiplier block in memory based computation multiplier avoids the computation to obtain the possible product value. All the possible values of odd products of the filter coefficients are pre-computed and are stored in LUT. As discussed earlier the memory based design is an area efficient alternative to DA based approach of FIR filter with the same throughput. The product value of the filter coefficient is retrieved using array indexing operation. The memory based approach of storing and retrieving the product value is much faster than performing a computation at runtime.

The proposed memory less reconfigurable FIR filter architecture, (processing element architecture is a modification to what we have proposed in our earlier article titled ‘High Performance Reconfigurable Balanced Shared Memory Architecture for Embedded DSP’ [22]. This architecture is useful for any CSE method with appropriate modifications. The adder shifter unit computes values such as 0x, 2x, 4x, 6x, 8x, 10x, 12x, 14x, where x is the input signal, then reuse these pre-computations efficiently. The multiplier blocks using memory less computation technique avoid redundancy in computation and therefore reduce hardware complexity.

In Section 2, the proposed memory less computation multiplier design for FIR filter is presented. Section 3, presents the low-complexity memory based LUT multiplier. Sections 4, presents FIR filter architecture for the proposed memory less multiplier. In Section 5, we have presented the memory-based structures for FIR filter using LUT multipliers. The area and time-complexity of the computation sharing multiplier (CSHM) and LUT multiplier-based designs of FIR filter are evaluated and compared in Section 6. Conclusions are drawn in Section 7.
2 Proposed Memory less Multiplication
The low-complexity memory less computation multiplier for 4-bit input is shown in Fig.1. The multiplier block of the proposed memory less FIR filter consists of four-to-three line address encoder, adder shifter unit, a shifter, and a control circuit. The control circuit generating the control word \( (s_1, s_0) \) for the shifter.

Fig.1 Proposed computation sharing based multiplication for 4-bit input

The function of different blocks of the memory less computation based multiplication is explained below.

### 2.1 Four to three line address encoder
The four to three bit encoder is a digital circuit that performs logical operation according to equation (1)-(3). It receives a four-bit input word \( (x_3, x_2, x_1, x_0) \) and generates three outputs \( d_0, d_1, \) and \( d_2 \).

\[
\begin{align*}
   d_0 &= (x_0 \cdot x_1) \cdot (x_2 \cdot x_3) \cdot (x_0 + (x_2 \cdot x_3)) \quad (1) \\
   d_1 &= (x_0 \cdot x_2) \cdot (x_0 + (x_1 \cdot x_3)) \quad (2) \\
   d_2 &= (x_0 \cdot x_3) \quad (3)
\end{align*}
\]

### 2.2 Adder and shifter unit
The adder and shifter unit is realized using of shift and add unit, multiplexer and adder. The complexity of multiplier block in FIR filter is reduced, if implemented as shift-adders and sharing common sub-expressions. The shift and add unit uses binary common sub expression elimination (BCSE) method. The shift and add unit is used to realize the 4-bit even BCSs ranging from 0h, 2h, 4h, 6h, 8h, 10h, 12h, 14h. In Fig. 2, “h<<k” represents the filter coefficient h shifted left by k units. The even BCSs such as 0h, 2h, 4h, and 8h do not require any adders for implementation but the BCSs 6h, 10h, 12h, and 14h requires five adders in a straight forward realization of shift and add unit. These even BCSs are expressed as:

\[
\begin{align*}
   [0 1 1 0] &= h_3=2^1h + 2^2h \quad (4) \\
   [1 0 1 0] &= h_5=2^1h+ 2^3h \quad (5) \\
   [1 1 0 0] &= h_6=2^2h + 2^3h \quad (6) \\
   [1 1 1 0] &= h_{10}=2^1h +2^2h + 2^3h \quad (7)
\end{align*}
\]

Where h is the filter coefficient.

However, \( h_8 \) can be obtained from \( h_3 \) without using any adders as follows:

\[
   h_8= 2^2h + 2^3h = 2^1(2^1h + 2^2h) =2^1h_3 \quad (8)
\]

Also \( h_{10} \) can be obtained from \( h_8 \) as follows:

\[
   h_{10} = 2^1h +2^2h + 2^3h =2^1h+ h_8 \quad (9)
\]

Thus 4-bit even BCSs 0h, 2h, 4h, 6h, 8h, 10h, 12h, 14h of a 4-bit number are generated using only three adders. All these eight BCSs (0h, 2h, 4h, 6h, 8h, 10h, 12h, and 14h) are then fed to the 8:1 multiplexer. The select signal of the multiplexer are the output of four to three bit encoder \( d_0, d_1, \) and \( d_2 \). In contrast to conventional shift and add units, the proposed architecture require less number of adders/subtractors. The output of the multiplexer is added with \( x \) \((n)\) to find the correct alphabet. The correct alphabet is then fed to the shifter unit.

### 2.3 Shifter
The inputs to the shifter unit are the output of adder and shifter unit and control circuit. The control circuit generated control-bits. The shifter performs the shift operation on the output of the adder and shifter unit by amount of control bits generated in the control circuit.
The shifter performs one left shift operation on the output of the adder and shifter unit, if the input \( x \) is one of the values \( \{(0\ 0\ 1\ 0), (0\ 1\ 1\ 0), (1\ 0\ 1\ 0), (1\ 1\ 1\ 0)\} \). The adder and shifter unit output is required to be shifted through two location to left when the input \( x \) either \((0\ 1\ 0\ 0)\) or \((1\ 1\ 0\ 0)\). Three left shifts are required if the input \( x = 1\ 0\ 0\ 0 \). For all other possible input \( x \), no shifts are required.

2.4 Control Unit
The amount of shifts required performing on the output of the adder and shifter unit is generated by the control circuit. The control circuit generates the control bits using the following expressions given below:

\[
s_0 = x_0 + (x_1 + x_2) \\
s_1 = (x_0 + x_1)
\]

(10)  
(11)

Where \( s_0 \), \( s_1 \) are control bits and \( x_0, x_1, x_2, x_3 \) are four-bit input word.

3 Memory based Multiplication using LUT approach
Fig. 3 show the LUT based multiplier for 4-bit input. The low-complexity memory based multiplication using LUT FIR filter consists of a four-to-three line address encoder, memory array of eight words of \((W+4)\) bit width, a shifter, and a control circuit for generating the control word \((s_1, s_0)\) for the shifter. This section addresses the problem of efficiently computing a set of products \( A_N \times x \), for \( N = 1 \ldots n \), for a variable \( x \) with known set of fixed coefficients \( A_N \) using memory based array. The four to three line address encoder, shifter and the control circuit is same as discussed earlier in section 2.1, 2.3 and 2.4. Let \( x \) is an input word and \( A \) is an unsigned binary fixed coefficient then there can be \( 2L \) possible values of product \( A \times x \), where \( L \) is the width of input \( x \). The odd multiples of precomputed product value \( A \times x \) is stored in the memory unit (LUT). Table 1 show the possible product values for 4 bit input word length, amount of shifts generated by the control circuit, odd multiples of product value to be stored in the memory, and 3-bit address generated by the encoder. The binary value of \( x \) is encoded using four to three bit encoder. The encoded value is used as select line to access the referenced word from the memory array. If the output of the encoder is ‘000’, \( A \) is retrieved from the memory and 2A, 4A and 8A are obtained by performing amount of left shift operation generated by the control circuitry. If the output of the encoder is ‘001’, 3A is retrieved from LUT and 6A, and 12A are derived by left shift operation on 3A. Similarly if the encoder output is ‘010’ and ‘011’, 5A and 7A are retrieved from the...
memory and 10A, 14A are derived by left shift operation on 5A and 7A respectively. 9A, 11A, 13A, and 15A are already stored in the memory. Thus all the possible product value A, 2A, 3A … 15A are obtained from odd multiples of product value stored in memory unit. Fig. 4 show the LUT based multiplier for 8-bit input and Fig. 5 show the low-complexity memory less computation multiplier for 4-bit input.

The proposed memory based FIR filter using LUT multiplier is analysed for the following set of fixed coefficient \{3, 13, 21, and 37\}, \{3, 13, 219, and 221\}. The odd multiples of product value to be stored in the memory for a set of fixed coefficient \{3, 13, 21, and 37\} are \{0000000011, 0000010101, 0000101001, 0000101111, 0000110111, and 0000111011\}, \{0000011011, 0000101111, 0010000011, 0010010101, 0010111111, and 0011011101\}, \{0000010101, 0000011111, 0001101001, 0010010011, 0010111101, 0011000111, and 0100111011\}, \{0000100101, 0000111111, 0001101001, 0010010011, 0010111101, 0011000111, 0100111011, 0110010111, 0101010101, 1000101011\}.

4 FIR Filter architecture for the Proposed Memory less Multiplier

A discrete time filter produces a discrete time output sequence y(n) for the discrete time input x(n). An FIR filter of length M is described by the difference equation:

\[
y(n) = h_0 x(n) + h_1 x(n-1) + h_2 x(n-2) + h_3 x(n-3) + \ldots + h_{M-1} x(n-M+1)
\]  

(12)

Where h(n) is the set of filter coefficient while x(n-i) for i = 0,1,2,...N-1, represent N recent input samples, and y(n) represents the current output sample.

The proposed FIR filter architecture is a reconfigurable processing element architecture (FPGA based hardware accelerator) shown in Fig. 6. Each processing element performs memory less mapping of the input values to a single output values. The requirements on the PE are that it completes its operation within the specified time limit. The proposed FIR filter architecture can obtain a high area efficiency and high performance. The filter architecture consists of two PEs (PE1 & PE2), memory element, and interconnection network. The PE performs multiplication using the proposed low-complexity memory less computation multiplier and this is analysed for 4-bit and 8-bit input and is shown in Fig. 1 and Fig. 5. Control signals s1 and s2 enable multiplication and addition respectively. If s1=0 and s2=1, the PE1 behaves as accumulation block and PE2 behaves as multiplier block [32]. The low-complexity PE2 for 8-bit input consists of two four-to-three line address encoder, one adder shifter unit, two shifters, and two control circuits for generating the control word (s1, s0) for the shifter. The 8-bit input x is partitioned into two 4-bit sub words and fed into two pair of four to three bit encoder and control circuits. The four to three bit encoder generates two set of select signals \{d00, d01, and d02\} and \{d10, d11, and d12\} to the adder and shifter unit. Control circuit generates two set of control signals \{S00, S01\}, and \{S10, S11\} and is fed to the shifter unit. The outputs of both the shifter are concatenated to get the multiplied output of PE2.

5 Memory-based structures for FIR Filter using LUT Multiplier

Fig. 7 show the memory based structure of FIR filter using LUT multiplier for 8-bit input word length. The proposed structure of FIR filter consist of two four to three bit encoders, a single memory-module, control circuits, an array of shift-add (SA) cells, AS cells and a delay register. Two four to three bit encoders are used to generate word select signals from the input word x for the dual-port memory core and control circuits to generate the necessary control signals for the dual-port memory core. If all the multiplications are implemented by a single memory module, the hardware complexity of the decoder circuits is eliminated. The 8-bit input x is partitioned into two 4-bits sub words and fed into
two pair of four to three bit encoder and control circuits. The four to three bit encoders provide two set of word select signals \{d_{00}, d_{01}, d_{02}\} and \{d_{10}, d_{11}, d_{12}\}. Control circuit provide two set of control signals \{S_{00}, S_{01}\} and \{S_{10}, S_{11}\}. The dual port memory module receives all these four signals set as shown in Fig. 7.

The single memory module is a dual port memory consists of eight rows of \([(W + 4) \times N]\)-bit width. Each segment in the row of memory is \((W + 4)\) bit wide and the size of the segment is \(8 \times (W + 4)\). The \(i^{th}\) segment in the memory stores the product value of \(x^i h\). The output of the dual port memory are fed to the 2N NOR cells and finally to the pair of barrel shifters. When the filter coefficient is positive or negative, the add/sub cell adds or subtracts its input from top with or from that of its input from the left.

Memory is used to perform DSP functions. It enhances overall performance of computing systems minimizing the bandwidth requirement, access-delay and power dissipation. The computing logic and memory elements are at closest proximity to each other. In addition to that, memory elements have also been used either as a complete arithmetic circuit or a part of that in various application specific platforms. Memory based design have many advantage over MAC structures such as greater potential for high-throughput, reduced latency and less dynamic power consumption because of less switching activities for memory-read operations compared to the conventional multipliers.

Fig. 4 Proposed memory based multiplication for a set of fixed coefficients for 8 bit input

Fig. 5 Proposed memory less multiplication processing element for 8 bit input
Table 1 LUT words and product values for input word length $L = 4$

<table>
<thead>
<tr>
<th>Input</th>
<th>Product value</th>
<th>Number of shifts</th>
<th>Control $s_0s_1$</th>
<th>Symbol</th>
<th>Stored Value</th>
<th>Address $d_0d_1d_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0 0 0</td>
<td>A</td>
<td>0</td>
<td>0 0</td>
<td>P0</td>
<td>A</td>
<td>0 0 0</td>
</tr>
<tr>
<td>0 1 0 0</td>
<td>2*A</td>
<td>1</td>
<td>0 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 1 0 0</td>
<td>2*A</td>
<td>2</td>
<td>1 0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 0 0 0</td>
<td>2*A</td>
<td>3</td>
<td>1 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 0 1 1</td>
<td>3A</td>
<td>0</td>
<td>0 0</td>
<td>P1</td>
<td>3A</td>
<td>0 0 1</td>
</tr>
<tr>
<td>0 1 0 0</td>
<td>2*3A</td>
<td>1</td>
<td>0 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 0 0 0</td>
<td>2*3A</td>
<td>2</td>
<td>1 0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 1 0 1</td>
<td>5A</td>
<td>0</td>
<td>0 0</td>
<td>P2</td>
<td>5A</td>
<td>0 1 0</td>
</tr>
<tr>
<td>1 0 1 0</td>
<td>2*5A</td>
<td>1</td>
<td>0 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 1 1 1</td>
<td>7A</td>
<td>0</td>
<td>0 0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1 0 0</td>
<td>2*7A</td>
<td>1</td>
<td>0 1</td>
<td>P3</td>
<td>7A</td>
<td>0 1 1</td>
</tr>
<tr>
<td>1 0 0 1</td>
<td>9A</td>
<td>0</td>
<td>0 0</td>
<td>P4</td>
<td>9A</td>
<td>1 0 0</td>
</tr>
<tr>
<td>1 0 1 1</td>
<td>11A</td>
<td>0</td>
<td>0 0</td>
<td>P5</td>
<td>11A</td>
<td>1 0 1</td>
</tr>
<tr>
<td>1 1 0 1</td>
<td>13A</td>
<td>0</td>
<td>0 0</td>
<td>P6</td>
<td>13A</td>
<td>1 1 0</td>
</tr>
<tr>
<td>1 1 1 1</td>
<td>15A</td>
<td>0</td>
<td>0 0</td>
<td>P7</td>
<td>15A</td>
<td>1 1 1</td>
</tr>
</tbody>
</table>
6 Experimental Results
In this section, the synthesis and design results of proposed FIR filter architecture for a set of fixed coefficients using the memory based LUT multiplier and FIR filter architecture using CSHM are presented. We have used Xilinx 9.1i ISE for synthesizing purposes. The synthesis has been done on Xilinx’s Virtex-II family 2vp2fg256-6. Table 2 show the synthesis results of the proposed reconfigurable MB CSM architecture and LUT based multiplier block. The simulation result of the proposed MB CSM architecture for programmable coefficient and LUT based multiplier block for a set of fixed coefficient are shown in Fig. 9.

Table 2 Performance for the proposed reconfigurable FIR filter architectures

<table>
<thead>
<tr>
<th>Device Utilization (8 bit)</th>
<th>CSHM MB</th>
<th>Memory based LUT MB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Slices</td>
<td>29</td>
<td>20</td>
</tr>
<tr>
<td>Number of Slice Flip Flops</td>
<td>8</td>
<td>17</td>
</tr>
<tr>
<td>Number of 4 input LUTs</td>
<td>55</td>
<td>30</td>
</tr>
<tr>
<td>Number of bonded IOBs</td>
<td>18</td>
<td>20</td>
</tr>
<tr>
<td>Number of GCLKs</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
7 Discussions

The proposed FIR filter architecture using the memory based LUT multiplier block for the set of fixed coefficient and CSHM block is compared with the existing FIR filter architectures [22-24, 19, 25-18] in terms of the basic design metrics. The proposed low-complexity memory based LUT multiplier design for a set of fixed coefficient and memory less computation multiplier has been synthesis and observed that it consumes less area than the existing techniques. Fig.8 shows the results of performance of the proposed memory based LUT approach and CSHM with existing reconfigurable implementations. The paper entitled “FPGA Realization of FIR Filters by Efficient and Flexible Systolization Using Distributed Arithmetic” (Pramod Kumar Meher et al 2008), appearing in the proceedings of IEEE Trans, Signal Processing, Systolic decomposition of distributed arithmetic (DA) based inner product computation (dependent adder graph) have been used. In the aforesaid work, address length is reduced to reduce the memory size but it also leads to increase of adder complexity and latency. The memory requirement of DA based implementation for FIR filters, however, increases exponentially with the filter order. An LUT less adder based DA approach has been suggested (Yoo and Anderson 2005), where memory space is
reduced at the cost of additional adders. Another paper (Jae-Jin Lee et al 2004) presents a bit level super systolic FIR filter with an FPGA based bit-serial semi-systolic multiplier which twists on the shift and add multiplier by positioning upper and lower half of the serial multiplier side by side physically in floor planning, instead of linearly. The super systolic FIR filter with an FPGA based bit serial semi systolic multiplier requires more area compared to the proposed architecture. The paper entitled “Computation sharing programmable FIR filter for low-power and high-performance applications” (J. Park et al 2004), appearing in the proceedings of IEEE J. Solid State Circuits, deals with programmable digital FIR filter using CSHM efficiently. The architecture has pre-computers using nine adders employing two programmable shifters. These programmable shifters reduce the overall speed of operation of the resulting filters especially for higher order channel filter applications in wireless communication receivers. The proposed reconfigurable FIR filter use CSHM and BCSE method to reduce the area required for implementation and it exploits pipelining and parallel processing to increase the speed of operation. The proposed LUT based multiplier removes the need of decoders in the FIR filter design. Thus reduce hardware complexity of the proposed architecture.

7 Conclusions
In this paper we have proposed two new architectures for FIR digital filter synthesis for a set of fixed coefficients and programmable coefficients for digital signal processing, image processing, mobile communication systems and multimedia applications. The two novel architectures are memory based FIR filter architecture using low-complexity LUT multiplier for a set of fixed coefficients and FIR filter based on low-complexity CSHM for programmable coefficients. In the first method, a low-complexity memory based FIR filter using optimized LUT multiplier is suggested. In the proposed LUT based multiplier the complexity is reduced by eliminating the need of decoder compare to DA based design. The memory based FIR filter could be more efficient in terms of area and latency. The second architecture is a reconfigurable FIR filter architecture using the proposed low-complexity CSHM. The redundant computations in the proposed CSHM based FIR filter is reduced based on BCSE algorithm. The novel architectures ensure low-complexity as well as reconfigurability for FIR filters in the channelizers of SDRs. The architectures have been implemented on Virtex 2 xc2vp2-6fg256 FPGA and compared to numerous reconfigurable FIR filter architectures. Experimental results show that the proposed architectures out performs the previous architectures such as the systolization using distributed arithmetic and DA based design.
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