Performance Enhancement of Continuous-Phase Modulation Based OFDM Systems Using Chaotic Interleaving
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Abstract: - In this paper, we propose a chaotic interleaving scheme for continuous-phase modulation based orthogonal frequency-division multiplexing (CPM-OFDM) systems. The idea of chaotic maps randomization (CMR) is exploited in this scheme. CMR generates permuted sequences from the sequences to be transmitted with lower correlation among their samples, and hence a better bit error rate (BER) performance can be achieved. The proposed CMR-CPM-OFDM system combines the advantages of frequency diversity and power efficiency from CPM-OFDM and performance improvement from chaotic interleaving. The BER performance of the CPM-OFDM system with and without chaotic interleaving is evaluated by computer simulations. Also, a comparison between chaotic interleaving and block interleaving is performed. Simulation results show that, the proposed chaotic interleaving scheme can greatly improve the performance of CPM-OFDM systems. Furthermore, the results show that the proposed chaotic interleaving scheme outperforms the traditional block interleaving scheme for CPM-OFDM systems. The results show also that, the proposed CMR-CPM-OFDM system provides a good trade-off between system performance and bandwidth efficiency.
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1 Introduction

The goal of future wireless communication systems is to support high-speed and high-quality multimedia transmission. However, there exist challenges for these systems such as the frequency selective channels, which are introduced by the multipath effect. OFDM is considered one of the most effective multicarrier transmission techniques for wireless communications, because it provides a large immunity to multipath fading and impulsive noise, and eliminates the need for complicated equalizers [1] – [6].

CPM is widely used in wireless communication systems [7]–[11], because of its constant envelope, which is required for efficient power transmission, and its ability to exploit the diversity of the multipath channel leading to an improvement in the BER performance. In [8] and [10], CPM has been applied in OFDM systems to solve the peak-to-average power ratio (PAPR) problem. In [12], a new low-complexity linear FDE approach for CPM systems was developed. Novel equalization algorithms in frequency domain for CPM systems are given in [13]. A CPM-SC-FDE structure for broadband wireless communication systems was proposed in [14]. The performance of OFDM and SC-FDE using CPM was studied in [15]. Although CPM systems have good performance and reasonable receiver complexity, they usually do not provide high bandwidth efficiency when compared with nonconstant-envelope modulation schemes such as Pulse Amplitude Modulation (PAM) and Quadrature Amplitude Modulation (QAM) [16].

Strong mechanisms for error reduction such as powerful error correction codes [17] and interleaving schemes [18] are required to reduce the channel effects on the data transmitted in the CPM-OFDM systems. Since the channel errors caused by the mobile wireless channels are bursty in nature, interleaving has become a must in wireless communication systems. Several interleaver schemes have been proposed. The simplest and most popular of such schemes is the block interleaver [18], [19]. In spite of the success of this scheme to achieve a good performance in wireless communication systems, there is a need for a much powerful scheme for severe channel degradation cases. Chaotic maps have been proposed for a wide range of applications in communications [20], and cryptography [21]–[24].
these maps, they can be used for data interleaving, efficiently.

In this paper, we propose a new interleaving scheme based on CMR for the CPM-OFDM system [25], [26]. The proposed scheme is based on the 2-D chaotic Baker map presented in [23], [24]. The idea of chaotic interleaving is to generate permuted sequences with lower correlation between their samples from the sequences to be transmitted. As a result, a better BER performance can be achieved. Moreover, it produces secure communication. It also enhances the bandwidth efficiency. The proposed CMR-CPM-OFDM system combines the advantages of frequency diversity and the power efficiency of CPM-OFDM system and the performance enhancement of CMR.

The rest of this paper is organized as follows. Section 2 presents the CPM-OFDM system model. The block interleaving and the proposed chaotic interleaving schemes are explained in section 3. The equalizer design and phase demodulator structure are explained in section 4 and 5, respectively. Section 6 discusses the bandwidth efficiency of CPM systems. Section 7 introduces the simulation results. Finally, Section 8 gives the concluding remarks.

2 CPM-OFDM System Model

The block diagram of the proposed CPM-OFDM system is shown in Fig. 1. A block length of $K$ symbols is assumed with $X(k)$ ($k = 0, 1, \ldots, K - 1$) representing the data sequence after symbol mapping and $x(n)$ ($n = 0, 1, \ldots, N_{DFT} - 1$) representing the $N_{DFT}$ point IDFT of the data sequence $X(k)$. During each $T$-second symbol interval, the time samples $x(n)$ are subjected to a phase modulator (PM) step to get the constant envelope sequence, $s(n)$. This sequence is then interleaved to get $s_{\ell}(n)$ with the subscript $\ell$ referring to the interleaving process. Then each data block is pre-appended with a cyclic prefix (CP) to mitigate the inter-block interference (IBI). The CP length must be longer than the channel impulse response. Finally, the continuous-time signal, $s_{\ell}(t)$ is generated at the output of the digital-to-analog (D/A) converter. According to [15], [27], $s_{\ell}(t)$ can be written as:

$$s(t) = A e^{j\phi(t)} = A e^{j[2\pi h x(t) + \theta]}$$

where $A$ is the signal amplitude, $h$ is the modulation index, $\theta$ is an arbitrary phase offset used to achieve CPM [8], and $x(t)$ is the real-valued message signal given by:

$$x(t) = C_n \sum_{k=1}^{K} I_{k} q_{k}(t)$$

where $I_k$ are the $M$-ary real-valued data symbols, $M$ is the number of constellation points, $q_k(t)$ are the orthogonal subcarriers, and $C_n$ is a normalization constant. The real-valued data symbols, $I_k$, can be written as [15]:

$$I_k = \begin{cases} \Re\{X(k)\}, & k \leq K / 2 \\ -\Im\{X(k - K / 2)\}, & k > K / 2 \end{cases}$$

where $\Re\{X(k)\}$, $\Im\{X(k)\}$ are the real and the imaginary part of $\{X(k)\}$, respectively.

The transmitted signal $s_\ell(t)$ passes through the multipath channel. The channel impulse response is modelled as a wide-sense stationary uncorrelated scattering (WSSUS) process consisting of $L$ discrete paths:

$$h(t) = \sum_{l=0}^{L-1} h(l) \delta(t - \tau_l)$$

where $h(l)$ and $\tau_l$ are the channel gain and delay of the $l$th path, respectively. The continuous-time received signal $r_\ell(t)$ can be expressed as:

$$r_\ell(t) = \sum_{l=0}^{L-1} h(l)s_\ell(t - \tau_l) + n(t)$$

where $n(t)$ is a complex additive white Gaussian noise (AWGN) with single-sided power spectral density $N_0$.

The output of the analog-to-digital (A/D) converter is sampled at $t = iT = (Jk)$, where $J$ is the oversampling factor then the CP is discarded. The $i$th ($i = 0, 1, \ldots, Jk - 1$) sample of the received signal $r_\ell(t)$ is given by:

$$r_\ell(i) = \sum_{l=0}^{L-1} h(l)s(i - n) + n(i)$$

Defining $N_{DFT} = JK$, the received signal $r_\ell(i)$ is transformed into the frequency domain by using the $N_{DFT}$-point discrete Fourier transform (DFT). The received signal on the $m$th ($m = 0, 1, \ldots, N_{DFT} - 1$) subcarrier is given by:

$$R_{\ell}(m) = H(m)S_{\ell}(m) + N(m)$$

where $R_{\ell}(m)$, $H(m)$, $S_{\ell}(m)$, and $N(m)$ are the $N_{DFT}$-points DFT of $r_\ell(i)$, $h(i)$, $s(i)$, and $n(i)$, respectively.

3 Interleaving Mechanisms

Error correction codes are usually used to protect signals through transmission over wireless channels. Most of the error correction codes are designed to correct random channel errors. However, channel errors caused by mobile wireless channels are bursty in nature. Interleaving is a process to rearrange the
samples of the transmitted signal so as to spread bursts of errors over multiple code words. The simplest and most popular of such interleavers is the block interleaver. We first review the basics of block interleaving [18]. Then we present the proposed chaotic interleaving mechanism in the next subsection.

3.1 The Block Interleaving Mechanism

The idea of block interleaving can be explained with the aid of Fig. 2. After PM, block interleaving is applied to the signal samples. The samples are first arranged to a matrix in a row-by-row manner and then read from this matrix in a column-by-column manner. Let us take a look at how the block interleaving mechanism can correct error bursts. Assume a burst of errors affecting four consecutive samples (1-D error burst) as shown in Fig. 2-b, with shades. After de-interleaving as shown in Fig. 2-c, the error burst is effectively spread among four different rows, resulting in a small effect for the 1-D error burst. With a single error correction capability, it is obvious that no decoding error will result from the presence of such 1-D error burst. This simple example demonstrates the effectiveness of the block interleaving mechanism in combating 1-D bursts of errors. Let us examine the performance of the block interleaving mechanism when a 2-D (2 × 2) error burst occurs [18], as shown in Fig. 2-b with shades. Figure 2-c indicates that this 2 × 2 error burst has not been spread, effectively, so that there are adjacent samples in error in the first and the second rows. As a result, this error burst cannot be corrected using a single error correction mechanism. That is, the block interleaving mechanism cannot combat the 2 × 2 bursts of errors.

3.2 The Proposed Chaotic Interleaving Mechanism

As mentioned in the previous subsection, the block interleaver is not efficient with 2-D bursts of errors. As a result, there is a need for advanced interleavers for this task. The 2-D chaotic Baker map in its discretized version is a good candidate for this purpose. After PM, the signal samples can be arranged into a 2-D format then randomized using the chaotic Baker map. The chaotic interleaver generates permuted sequences with lower correlation between their samples and adds a degree of encryption to the transmitted signal [25-26].

The discretized Baker map is an efficient tool to randomize the items in a square matrix. Let \( B(n_1, \ldots, n_k) \), denote the discretized map, where the vector, \([n_1, \ldots, n_k]\), represents the secret key, \( S_{key} \). Defining \( N \) as the number of data items in one row, the secret key is chosen such that each integer \( n_i \) divides \( N_i \) and \( n_1 + \ldots + n_k = N \). Let \( N_i = n_1 + \ldots + n_i \). The data item at the indices \((q, z)\), is moved to the indices \((w, v)\):

\[
B(n_1, \ldots, n_k)(q, z) = \begin{cases} 
N \left( q - N_i \right) + z \mod \left( \frac{N}{n_i} \right), \\
N_i \left( z - z \mod \left( \frac{N}{n_i} \right) \right) + N_i 
\end{cases}
\]

where \( N_i < q < N_i + n_i \), and \( 0 \leq z < N \).

In steps, the chaotic permutation is performed as follows:
1) An $N \times N$ square matrix is divided into $k$ rectangles of width $n_i$ and number of elements $N$.

2) The elements in each rectangle are rearranged to a row in the permuted rectangle. Rectangles are taken from left to right beginning with upper rectangles then lower ones.

3) Inside each rectangle, the scan begins from the bottom left corner towards upper elements.

Figure 3 shows an example for the chaotic interleaving of an $(8 \times 8)$ square matrix (i.e. $N = 8$). The secret key, $S_{key} = [n_1, n_2, n_3] = [2, 4, 2]$. Note that, the chaotic interleaving mechanism has a better treatment to both 1-D and 2-D bursts of errors than the block interleaving. Errors are better distributed to samples after de-interleaving in the proposed chaotic interleaving mechanism. As a result, a better BER performance can be achieved with the proposed interleaving mechanism. Moreover, it adds a degree of security to the communication system. At the receiver of the proposed systems with chaotic interleaving, the received signal is then passed through an A/D converter, then the CP is discarded and the remaining samples are equalized as will be discussed in the next section to study the effect of the proposed chaotic interleaving scheme on the overall system performance.

4 Equalizer Design

In this section, the design of frequency domain equalizer is discussed. Also, we will define a new type of equalizer namely, regularized zero forcing (RZF) equalizer. As shown in Fig. 1, the received signals are equalized in the frequency domain. The equalized signals are then transferred back into the time domain by using an inverse DFT (IDFT).

Let $W(m), (m = 0, 1,...,N_{DFT} - 1)$, denote the equalizer coefficients for the $m$th subcarrier, the time domain equalized signal $\tilde{s}_I(n)$, which is the soft estimate of $s_I(n)$, can be expressed as follows:

$$\tilde{s}_I(n) = \sum_{m=0}^{N_{DFT}-1} W(m)R^*(m)e^{j2\pi m n / N_{DFT}}$$

(9)

The equalizer coefficients $W(m)$ are selected to minimize the mean squared error between the equalized signal $\tilde{s}_I(n)$ and the original signal $s_I(n)$. The equalizer coefficients are computed according to a certain optimization rule leading to several types of equalizers such as:

- The zero-forcing (ZF) equalizer:
  $$W(m) = \frac{1}{H(m)}$$
  (10)

- The minimum mean square error (MMSE) equalizer:
  $$W(m) = \frac{H^*(m)}{|H(m)|^2 + (E_b / N_0)^{-1}}$$
  (11)

- The regularized zero forcing (RZF) equalizer:
  $$W(m) = \frac{H^*(m)}{|H(m)|^2 + \beta}$$
  (12)

where $\cdot^*$ denotes the complex conjugate and $\beta$ is the regularization parameter. The RZF equalizer described in (12) avoids the problems associated with the MMSE equalizer, such as the measurement of the signal power and the noise power, which are not
available prior to equalization. Moreover, the RZF equalizer avoids the noise enhancement caused by the ZF equalizer by introducing the regularization parameter $\beta$ into the equalization process.

Considering the MMSE equalizer, the equalized signal can be expressed as:

$$ g(n) = \sin \left( \frac{2\pi f_{\text{nor}}}{\pi} \left( n - \frac{L_f - 1}{2} \right) \right), \quad 0 \leq n \leq L_f - 1 $$

In Eq. (14), if $n = (L_f - 1)/2$, $g(n) = 2\pi f_{\text{nor}}/\pi$. The output of FIR filter can be expressed as:

$$ f(i) = \sum_{n=0}^{L_f-1} g(n) \tilde{s}(i-n) $$

Afterwards, the phase of the filtered signal $f(i)$ is obtained:

$$ \phi(i) = \text{arg} \left( f(i) \right) = \phi(i) + \delta(i) $$

where $\phi(i)$ denotes the phase of the desired signal, and $\delta(i)$ denotes the phase noise. Then, a phase unwrapper is used to minimize the effect of any phase ambiguities and to make the receiver insensitive to phase offsets caused by the channel nonlinearities.

Finally, the obtained signal is passed through a bank of $K$ matched filters to get soft estimates of the data symbols $x(n)$ ($n = 0, \ldots, K - 1$).

### 6 Bandwidth Efficiency and Multipath Diversity of CPM Signals

The bandwidth efficiency is an important quality metric for a modulation format, since it quantifies how many information bits per second can be loaded per unity of the available bandwidth. To evaluate the bandwidth efficiency of a signal, its bandwidth needs to be estimated. Using Taylor expansion, the CPM
signal described in Eq. (1), when $\theta = 0$, can be rewritten as:

$$s(t) = Ae^{j2\pi f_0 t} = A \sum_{n=0}^{\infty} \left( \frac{(j2\pi f_0)^n}{n!} \right) x^n(t)$$

$$= A \left[ 1 + j2\pi f_0 t - \frac{(2\pi f_0)^2}{2!} x^2(t) - j\frac{(2\pi f_0)^3}{3!} x^3(t) + \ldots \right]$$

(17)

The subcarriers are centered at the frequencies $\pm i/T$ Hz, $i = 1, 2, ..., K/2$. The effective double-side bandwidth of the message signal, $x(t)$, is defined as $W = K/T$ Hz. According to Eq. (17), the bandwidth of $s(t)$ is at least $W$, if the first two terms only of the summation are considered. Depending on the modulation index value, the effective bandwidth can be greater than $W$. A useful bandwidth expression for the CPM signal is the root-mean-square (RMS) bandwidth [29]:

$$BW = \max(2\pi f_0, 1)W \quad \text{Hz}$$

(18)

As shown in Eq. (18), the signal bandwidth grows with $2\pi h$, which in turn reduces the bandwidth efficiency. Since the bit rate is $R = K(\log_2 M)/T$ bps, the bandwidth efficiency of the CPM signal, $\eta$, can be expressed as:

$$\eta = \frac{R}{BW} = \frac{\log_2 M}{\max(2\pi f_0, 1)} \quad \text{bps/Hz}$$

(19)

The bandwidth efficiency of a CPM signal is controlled by two parameters, $M$ and $2\pi h$. On the other hand, the bandwidth efficiency of an OFDM signal is $\log_2 M$, which depends only on $M$.

The Taylor expansion given in Eq. (17) reveals how a CPM signal exploits the frequency diversity in the channel for a large modulation index. This is not necessary the case, however. For a small modulation index, only the first two terms in Eq. (17) contribute:

$$s(t) \approx A \left[ 1 + j2\pi f_0 m(t) \right]$$

(20)

In this case, the CPM signal does not have the frequency spreading given by the higher-order terms. Therefore, the CPM signal does not have the ability to exploit the frequency diversity of the channel [25].

7 Numerical Results and Discussion

In this section, simulation experiments are carried out to demonstrate the performance of the CPM-OFDM system and CPM-SC-FDE system when chaotic interleaving is applied in both systems. Another comparison study between the effect of using the proposed chaotic interleaving scheme and the traditional block interleaving scheme in both systems is also presented. 4-ary ($M = 4$) pulse amplitude modulation (PAM) data symbols are used in the simulations. Each block contains $K = 64$ symbols and each symbol is sampled 8 times ($J = 8$). A channel model following the exponential delay profile in [15] with a root mean square (RMS) delay spread $r_{\text{rms}} = 2 \mu s$ is adopted except in Fig. 9. The channel is assumed to be perfectly known at the receiver. The SNR is defined as the average ratio between the received signal power and the noise power, which is given by $SNR = A^2/N_0$. The FIR filter has an impulse response length of $L_f = 11$ and a normalized cut-off frequency of $f_{\text{cut}} = 0.210$, [30].

Figure 5 demonstrates the relation between the regularization parameter $\beta$ and the BER for the
proposed CPM-OFDM system with chaotic interleaving at different SNR values. According to this figure, the best choice of $\beta$ is $10^{-3}$.

![Figure 5: BER vs. the regularization parameter at different SNRs.](image)

**Figure 5:** BER vs. the regularization parameter at different SNRs.

Figure 6 shows the BER performance of the proposed CPM-OFDM system with chaotic interleaving using ZF, RZF (with $\beta = 10^{-3}$), and MMSE frequency domain equalizers. The results show that, the MMSE equalizer outperforms both ZF and RZF. For example, at BER = $10^{-2}$, MMSE outperforms RZF and ZF by 0.7 dB and 8 dB, respectively. On the other hand, the RZF avoids the problems associated with the MMSE such as the measurement of signal power and noise power which are not available prior to equalization with a slight degradation in SNR (0.7 dB). Moreover, the RZF avoids the noise enhancement caused by the ZF equalizer by the proper selection of regularization parameter $\beta$.

![Figure 6: BER performance of CMR-CPM-OFDM system using ZF, RZF, and MMSE-FDEs.](image)

**Figure 6:** BER performance of CMR-CPM-OFDM system using ZF, RZF, and MMSE-FDEs.

Figure 7 shows the performance comparison between the proposed CPM-OFDM system with chaotic interleaving and the CPM-OFDM system described in [15] in terms of modulation index using MMSE equalizer. It is clear that, the proposed CPM-OFDM system outperforms the conventional CPM-OFDM system at a relatively small modulation index. So we can say that, the chaotic interleaving scheme improves the bandwidth efficiency when used with CPM-OFDM system.

![Figure 7: BER performance of the conventional CPM-OFDM and the proposed CPM-OFDM systems in terms of $2\pi h$ at SNR = 20 dB.](image)

**Figure 7:** BER performance of the conventional CPM-OFDM and the proposed CPM-OFDM systems in terms of $2\pi h$ at SNR = 20 dB.
Table 1 shows the improvement percentage (G) in bandwidth efficiency of the proposed CPM-OFDM system, with chaotic interleaving over the conventional CPM-OFDM system [15]. For example, at BER of $3.2 \times 10^{-4}$ and $M = 4$, the proposed CPM-OFDM system, needs $2\pi h = 1.17$ and according to Eq. (19), the bandwidth efficiency will be $\eta = 1.71$ bps. On the other hand, the conventional CPM-OFDM system needs $2\pi h = 1.3$, i.e. $\eta = 1.53$ bps which means that, the proposed CPM-OFDM system with chaotic interleaving can achieves about 12% improvements in bandwidth efficiency when compared to the conventional CPM-OFDM system.

Figure 8 shows a performance comparison between the conventional CPM-OFDM system no interleaving [15], the CPM-OFDM system with block interleaving, and the CPM-OFDM system with the proposed chaotic interleaving. It is clear that, the proposed CPM-OFDM system outperforms both the conventional CPM-OFDM and the CPM-OFDM with block interleaving. For example, at BER = $10^{-3}$, the proposed CPM-OFDM system provides SNR improvements of 2.3 dB and 1.1 dB over the conventional CPM-OFDM system [15] and the CPM-OFDM system with block interleaving, respectively. This improvement is attributed to the strong randomization ability of the proposed chaotic interleaver.

Figure 9 shows the performance of the conventional OFDM, the conventional CPM-OFDM [20], and the proposed CPM-OFDM systems in terms of a BER versus the normalized RMS delay spread, at a fixed SNR = 20 dB. In the flat fading case (i.e., $\tau_{rms} = 0$), the performance of the conventional CPM-OFDM and the proposed CPM-OFDM systems converge with a small performance loss compared to the conventional OFDM system, due to the effect of the phase demodulator threshold. In frequency selective channels ($\tau_{rms} > 0$), however, the proposed CPM-OFDM system achieves a significant performance improvement over the other systems. It also provides a better performance than that in the flat fading case by achieving frequency diversity, especially at a high delay spreads.

**Table 1** Improvement percentage (G) in bandwidth efficiency in the CPM-OFDM system with and without chaotic interleaving.

<table>
<thead>
<tr>
<th>BER</th>
<th>CPM-OFDM (no interleaving)</th>
<th>CPM-OFDM (with chaotic interleaving)</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>$8 \times 10^{-4}$</td>
<td>$\eta = 1.818$ bps $(2\pi h = 1.1)$</td>
<td>$\eta = 2$ bps $(2\pi h = 1)$</td>
<td>10 %</td>
</tr>
<tr>
<td>$3.2 \times 10^{-4}$</td>
<td>$\eta = 1.53$ bps $(2\pi h = 1.3)$</td>
<td>$\eta = 1.71$ bps $(2\pi h = 1.17)$</td>
<td>12 %</td>
</tr>
</tbody>
</table>

Figure 8: BER performance of CPM-OFDM no interleaving, with block interleaving, and with the proposed chaotic interleaving.

Figure 9: Effect of the RMS delay on the performance of the proposed CPM-OFDM, the conventional CPM-OFDM, and the conventional OFDM systems at an SNR = 20 dB.
8. Conclusions

An efficient chaotic interleaving scheme has been presented for the CPM-OFDM system. This scheme improves the BER performance of the CPM-OFDM system more effectively than the traditional block interleaving scheme, where it generates permuted sequences from the sequences to be transmitted with lower correlation between their samples. The performance of the proposed CMR-CPM-OFDM system was studied over a multipath fading channel with MMSE equalization. The obtained results revealed a noticeable performance improvement of the proposed CMR-CPM-OFDM system over the conventional OFDM and the CPM-OFDM systems, especially at high RMS delay spreads. It has been shown that, a moderate modulation index allows an efficient utilization of the channel frequency diversity, while maintaining high bandwidth efficiency.
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