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Abstract: - In this paper, we present an image saliency detection method by constructing graph model. We 
extract color, texture and compactness features and segment superpixels from an input image to construct a 
graph model. Then, saliency for each is measured by calculating random walker probability on the node. 
Extensive results on MSRA dataset containing 1000 test images with ground truths demonstrate that the 
proposed saliency model outperforms the state-of-the-art saliency models with higher precision and recall 
performances. 
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1 Introduction 
Visual attention plays an important role in 

various visual applications by allocating the limited 
computational resources to those perceptually 
significant regions. Through detecting saliency map, 
we can assign relatively high saliency values to 
those perceptually significant regions while low 
saliency values to the other regions. The existing 
saliency methods can be classified into two 
categories: eye-fixation prediction and salient object 
detection. Currently, salient object detection models 
are widely applied in various computer vision and 
image processing tasks, such as object tracking [1], 
image segmentation [2,3], quality assessment [4], 
content-aware image compression [5,6], and 
adaptive image retargeting [7,8]. In this paper, we 
mainly focus on designing efficient salient object 
detection model.  

In the past decades, numerous saliency detection 
models have been proposed to highlight the salient 
objects based on various low-level, middle-level and 
high-level properties. The most representative work 
is the biologically plausible saliency detection 
model proposed by Itti et al., in which various 
simple low-level feature (e.g., color, intensity and 
orientation) are integrated using center-surround 
mechanism [9]. Inspired by Itti’s model, various 
bottom-up saliency detection models were devised. 
Hou et al. proposed a Fourier spectrum residual 
analysis to detect salient regions based on the log 
magnitude spectrum representation of image [10]. 
Cheng et al. segment the input image into sub-
regions, and calculate the saliency for each region 

by comparing global region contrast to all other 
regions in the image [11]. Achanta et al. computed 
the conspicuity likelihood of each pixel based on its 
color contrast over the whole image [12]. Erdem et 
al. constructed covariance matrix for saliency 
estimation by incorporating low-level meta-features 
[13]. Margolin et al. integrated both pattern and 
color distinctiveness for salient object detection [14]. 
Liu et al. proposed an effective superpixel-based 
saliency model, in which global contrast and spatial 
sparsity are computed to derive superpixel-level 
saliency map [15]. Perazzi et al. decomposed a 
given image into compact, perceptually 
homogeneous superpixels, and computed two 
contrast measures (uniqueness rate and spatial 
distribution) at superpixel-level [16]. Many other 
models can be found in [17-18]. 

However, most above-mentioned methods detect 
saliency by measuring local center-surround 
difference and rarity of features over the entire 
image. In contrast, graph-based techniques provide 
another way for saliency detection. Harel et al. 
proposed Graph-based algorithm by redefining the 
edge weights based on the feature dissimilarity and 
the spatial proximity between the two connected 
nodes [19]. Yang et al. presented a novel saliency 
detection method by ranking the similarity of the 
superpixels with foreground and background cues 
via graph-based manifold ranking [20]. Lu et al. 
developed a hierarchical graph model and utilize 
concavity context to compute weights between 
nodes [21]. Gopalakrishnan et al. employed a 
connected graph and a k-regular graph to consider 
both global and local features in saliency detection 
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[22]. Kim et al. developed a coarse-to-fine 
multiscale saliency detection method based on the 
random walk with restart [23].  

In this paper, we proposed a salient object 
detection method by constructing graph model. In 
the method, color, texture and compactness features 
are extracted and superpixels are segmented to 
construct a graph model. Saliency for each node is 
measured by calculating random walker probability 
on the node. Experimental results on MSRA dataset 
demonstrate that the proposed saliency model can 
achieve a higher saliency detection performance 
than the state-of-the-art saliency models. The rest of 
this paper is organized as follows. Section 2 
describes the proposed salient object detection 
model in detail. Experimental results are presented 
and analyzed in Section 3, and the conclusions are 
drawn in Section 4. 
 

2 Proposed image saliency detection 
method 

In this paper, we propose an image saliency 
detection method by constructing graph model. 
Specially, we extract color, texture and compactness 

low-level visual features from images. Then, we use 
SLIC algorithm to extract superpixels and construct a 
graph model by establishing node and edge 
information, and finally calculate the saliency for each 
node by measuring the probability that the random 
walker stays on the node.  
 
2.1 Feature extraction 

Given an image, we extract different types of 
visual features for each pixel, including 

Color. Three Lab color values are extracted for 
each pixel, producing 3 features, denoted by ,x yc . 

Texture. Log-Gabor filter responses with 3 
scales and 12 orientations are extracted, denoted 
by ,x yt . 

Compactness. Since the above features are 
distributed independently, we present a new feature 
(i.e., compactness) to quantify feature compactness 
based on the nearest and farthest neighbours. A 
feature is useful for clustering if it satisfies the 
feature compactness for the neighbours. Given these 
neighbours for each features are different, we 
evaluate the compactness for each feature. Assume 

Fig.1. Examples of saliency detection: (a) Input image, (b) color feature based saliency map, (c) texture 
feature based saliency map, (d) compactness feature based saliency map, (e) the final combined saliency 
map. 
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that we consider ,x yc to be partitioned into multiple 

clusters using a simple K-mean clustering algorithm. 

Then, similar features  ( , ) 1

K

x y k k


 

c would be grouped 

together, where K is the number of clusters, 
and denotes the neighbour of the k-th cluster. 

After the clustering, we measure the 
compactness of each cluster. Since each cluster may 
contain nearest and farthest neighbours, we use 
spatial variance of all pixels in the cluster to 
characterize the feature compactness, which is 
defined as 

, ,

2 2
exp x k y k

k
W H

 
 

 
    

                                  (1) 

where σx,k and σy,k are the standard deviations of the 
x and y coordinates of pixels in the k-th cluster. Also, 
we consider  ,x yt repeating the above process to 

obtain the texture feature compactness. Finally, we 
define the compactness of each pixel as a 2 
dimensional feature vector that inherits the 
compactness of the cluster.  

The above three feature vectors are normalized, 
and all these features are formed a 41 dimensional 
feature vector for each pixel, which captures color, 
texture and compactness low-level visual features. 
Fig.1 shows the examples of the proposed saliency 
detection with different features. It is obvious that 
the regions belonging to different objects are 
highlighted with the above features, but the 
background is still not well suppressed, while the 
background is suppressed more effectively in the 
final combined saliency, and the complete salient 
object is highlighted with well-defined boundaries. 
 
2.2 Graph construction  

 

Fig.2. Illustration of the constructed graph 
model.  

 
Let us assume that an image is represented by a 

weighted and undirected graph ( , )G V E , where V 

is a set of nodes and E is a set of edges. In our case, 
a node v V corresponds to a superpixel of the image, 
and an edge v V represents the connection between 
the nodes. An edge connecting two node vi and vj is 
denoted by ωij. The illustration of the constructed 
graph model is shown in Fig.2. In this work, each 
node is a superpixel generated by the SLIC 
algorithm [24]. Since neighboring nodes are likely 
to share similar appearance and saliency values, we 
represent the weight ωij by enforcing constraints as 
follows 

2 2
exp ij

ij i j

d

W H




 
      

f f                       (2) 

where dij denotes the Euclidean distance between vi 
and vj, fi and fj denote the feature vector means of 
the corresponding superpixels with the three 
features (color, texture and compactness). 

Note that, if only the first term is used as 
constraint, there may exist zero relevance between 
any pair of nodes on the graph (this naturally is not 
always true). By enforcing the spatial constraint, the 
relevance between nodes is increased when their 
spatial distance is decreased, which is an important 
cue for saliency detection. Then, the degree matrix 
D is defined as a diagonal matrix that records the 
sum of the weights connected to each node, whose i-
th diagonal element in the degree of node vi is 
written as  

i ij
j

d                                                              (3) 

We define the affinity matrix A that represents 
the reverence of nodes as 

 if                                     

if  and are adjacent nodes

0   otherwise                                

i

ij ij i j

d i j

a v v  


 


               (4) 

The use of affinity matrix allows us to formulate 
the transition matrix P as 

1P D A                                                           (5) 
Based on the connection between the random 

walks, random walker probabilities is equivalent to 
solve the transition matrix with Markov chain 
assumption. It satisfies the following equation with 
the equilibrium distribution π  

π πP                                                                (6) 
Since the weight ωij imposed on an edge 

describes the cost affecting a random walker’s 
choice, the i-the element in the equilibrium 
distribution π represents the expected probability 
staying in the node vi. Thus, the saliency for the i-th 
superpixel can be derived by  

min

max min

i
is


 





π

                                                 (7) 
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where max and min denote the maximum and 

minimum values in the equilibrium distribution π . 
 
 

3 Experimental results and analyses 
In order to evaluate the performance of the 

proposed saliency detection model, we conduct 
experiments on commonly used MSRA dataset [10]: 
it includes 1000 images as well as the ground truth 
binary salient object masks. We compare our 
method with six state-of-the-art methods including: 

Itti et al.’s method (IT) [9], Achanta et al.’s method 
(AC) [25], graph-based saliency method (GB) [19], 
frequency-tuned method (FT) [12], Ma and Zhang et 
al.’s method (MZ) [26], spectral residual method 
(SR) [10]. These methods involve a variety of 
saliency models. For the existing methods, we use 
the source codes or executable codes provided by 
the authors.  

In Fig.3, we compare the performance of the 
proposed method with those six conventional 
methods. The original images are shown in Fig.3(a), 

 

Fig.3. Examples of saliency maps achieved by different methods: (a) original images (a), (b)-(h) saliency maps 
achieved by the methods IT [9], AC[25], GB[19], FT[12], MZ[26], SR[10] and the proposed method; (i) 
ground truth masks. 
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while the results of the six state-of-the-art methods 
are presented in Fig.3(b)-(g). The saliency maps 
obtained by the proposed method are given in 
Fig.3(h), and the ground truth masks are illustrated 
in Fig.3(i). The comparison results shows that the 
proposed method can lead to the improved 
performance for salient objects extraction from 
images. Some of the methods, such as GB and MZ, 
tend to detect only object boundaries as salient, and 
some methods, such as AC and FT, also declare 
undesired background as salient regions. On the 
contrary, the proposed method can highlight the 
salient regions uniformly and effectively suppress 
the cluttered backgrounds. 

We also compare the results quantitatively, by 
computing the precision, recall, and F-measure. The 
precision and recall rates are defined as 

Precison
TP

TP FP



                                                (8) 

Recall
TP

FN TP



                                              (9) 

where TP, FP, and FN denote the numbers of 
true positive, false positive, and false negative 
pixels, respectively. The F-measure rate is defined 
as  

2

2

(1 ) Precision Recall
F-measure

Precision Recall



  


 

             (10) 

where β2 is set to 0.3 as in [23] to weight precision 
more than recall. The precision versus recall curves 
in Fig.4 clearly demonstrate that our method 
outperforms the other methods, which proves that 
the saliency maps obtained by the proposed method 
have the best performance in highlighting salient 
regions. The comparison results are shown in Fig.5. 

It can be clearly observed from Fig. 5 that our 
method demonstrates the highest precision, recall 
and F-measure on the MSRA dataset compared with 
the other six saliency models. 

 
Fig.4. Precision-recall curves of different saliency 
models 

 
Fig.5. Average precision, recall and F-measure of 
different saliency models 

 

 

Fig.6. Failure case: (a) original images (a), (b)-(h) saliency maps achieved by the methods IT [9], AC[25], 
GB[19], FT[12], MZ[26], SR[10] and the proposed method; (i) ground truth masks. 
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However, although the proposed method 
performs well in the experiments described above, it 
may fail to locate the salient objects in some cases. 
As shown in Fig.6, if the appearance of the object 
and background regions is similar (i.e., color 
contrast between the object and background regions 
are small), our saliency model can not effectively 
highlight the saliency regions, because color 
contrast is an important factor but not including in 
our saliency model. In fact, this issue is challenging 
for the existing bottom-up saliency detection models 
without object prior and task information.  
 
 

4 Conclusion 
In this paper, we present an image saliency 
detection method by constructing graph model. The 
main contributions of the proposed method are that: 
(1) color, texture and compactness features are 
utilized and superpixels are extracted to construct a 
graph model; (2) saliency for each is measured by 
calculating random walker probability on the node. 
Experimental results show that the proposed method 
outperforms the state-of-the-art methods. In the 
future work, we will extend our saliency detection 
framework by incorporating more low-level and 
high-level feature cues. 
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