Chi-Yuan Lin, Sheng-Chih Yang,
WSEAS TRANSACTIONS on SIGNAL PROCESSING Jyun-Jie Wang, Cheng-Yi Yu

An Efficient Informed Embedding Scheme Using Systematic Nested
Block Codes over Gaussian Channel

Chi-Yuan Lin, Sheng-Chih Yang, Jyun-Jie Wang and Cheng-Yi Yu
Department of Computer Science and
Information Engineering, National
Chin-Yi University of Technology,
Taichung 411, Taiwan, ROC
chiyuan@ncut.edu.tw

Abstract: We present a high-capacity informed embedding scheme based on a trellis structure for a nested linear
block code. This scheme can embed adaptive robust watermarked messages for various applications. Insteg
of using randomly generated reference vectors as arc labels, this scheme uses the codewords of a nested blo
code to label the arcs in the trellis structure so that each codeword can carry different amounts of hidden payload
The proposed algorithm attempts to achieve two objectives: first, to minimize the modified position for each
watermarked image; second, to perform the proposed embedding algorithm to minimize the amplitude distortion
for these modified positions. Additionally, the proposed algorithm can perform iteration to determine a tradeoff
between robustness and fidelity using numerous controllable parameters. Finally, the experimental results repor
the robustness and fidelity performance of this algorithm in AWGN attack channels. The experiment also simulates
computational complexity and the proposed section-based informed embedding, which requires less operationa
complexity compared with Miller’s informed embedding.
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1 Introduction called informed watermarking. The corresponding
system with blind detector and informed watermark-
ing can be modelled as communication with side in-
formation at the transmitter [3], and allows more ef-
fective watermark embedding and detection methods.
In general, the encoding process of informed water-
marking is divided into informed coding and informed
embedding. The purpose of informed coding is to
choose a message codeword from a collection of pos-

Because of the large number of applications of the
internet and other public communication networks,
information hiding has received rising interest, and
has played an important role in multimedia technol-
ogy. The encoding process of data hiding codes, also
known as watermarking codes, is to hide or embed a
watermark into another host signal, such as a photo-

graph, music, video, or text. The two main require-  gipie candidates to represent this watermark. This

ments of ir_1formation hiding are fidelity and robust- message codeword must have minimal perceptual dis-
ness, that is, the watermark message must not cause;qtion to the host signal compared to other candi-

severe degradation on thg host signal .and must suf- yates. The informed coding is also known as dirty
fer from some common signal processing and chan- paper codes [4, 5] or channel coding with side infor-
nel attacks. Fundamental tradepffs OCCur among pay- mation [6, 7, 8], in which the binning scheme is used
load, robustness, and complexity. This study devel- i, achieve the information-theoretic capacity [9, 10].
oped practical algorithms by analyzing these trade- | informed embedding, the message codeword from
offs, robustness, fidelity and complexity. Other design jnformed coding is subsequently modified according
criteriafordig_i;al watermarking are payload, security, i the host signal, attempting to attain an optimal
and detectability. _ tradeoff between fidelity and robustness in the water-
Referring to [1] and [2] for a comprehensive sur-  arked image [11, 12, 13, 14, 15]. This study fo-
vey of data hiding codes, the considered watermark- «sed on the informed embedding method, in which
ing system had no knowledge of the host signal in the he watermarked image is a function of the water-
receiver, that is, a watermarking system with a blind - marked message and the host signal to achieve near
detector. To embed a watermark in such a systém, gptimal robustness and maintain constant fidelity, or

a host signal can be viewed purely as noise, called yice versa. Miller et al. [13] proposed a suboptimal
blind watermarking, or exploited as side information,
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trellis-basecembeddingalgorithmthat starts with the this algorithm in terms of Gaussian noise. Finally, we
host signal and iteratively constructs an updated wa- briefly tabulate the complexity comparison.
termarked signal toward to the interior of the Voronoi The rest of the paper is organized as follows: Sec-
region of the message codeword. In [13], an informed tion 2 presents a brief review of trellis-based informed
embedding algorithm used randomly generated refer- embedding in [13]; Section 3 provides a description
ence vectors as arc labels. A disadvantage is that the of our major work on informed embedding; Section 4
generated reference vectors can be selected randomly;provides experimental results and constructive discus-
therefor, the trellis code is not an optimally struc- sions; and finally, Section 5 offers conclusions.

tured code. In addition, modification of trellis struc-

ture modifies such generated reference vectors. Thus,

it is impractical to use generated reference vectors as 2 Basic Informed Embedding for

arc labels. Although this [13] trellis-based algorithm : )

can achieve an excellent tradeoff between the fidelity Miller’s Work

and robustness in watermarked images, this method is The main goal of informed embedding is to find a

computationally intensive and difficult to implement.  good watermarked image, which is inside the decod-
Instead of using randomly generated reference ing region of the message codeword, and has minimal
vectors as arc labels as in [13], we modified this trellis  perceptual distortion from the host signal. In general,
structure using the codewords of a nested block code it is difficult to find this optimal watermarked image.
to label the arcs in the trellis. The advantage of us- However, several approaches are used to find other
ing such codewords is that they can be easily obtained suboptimal watermarked images, such as trellis-based
in the tradeoff between embedding capacity and mes- informed embedding by Miller et al. [13]. Assum-
sage robustness. We subsequently applied the charac-ing that each path in the trellis corresponds to a mes-
teristic of the linear nested block codes to the trellis sage codeword of a watermark, the trellis-based in-
partition. We proposes a modified trellis structure, in - formed embedding in [13] uses the Viterbi decoder to
which each arc is labeled with nested block codewords find a good watermarked image. The geometric inter-

for each trellis section. By using the input number and pretation of suboptimal embedding algorithm, as il-
the memory state of a convolutional code, the embed- |ustrated in Fig. 1, requires iterative updating of the
ded structure can modify the capacity and robustness watermarked signal by running the Viterbi decoder to
of embedded messages. By adjusting the controllable identify a vectorc! in the first iteration that has the

parameters, the user can flexibly make a tradeoff be- highest correlation with the current watermarked sig-
tween the embedding fidelity and embedding robust- nal, 20 = ».

ness.

The proposed algorithm is intended to meet two
objectives. The first is to minimize the position of
the changes of watermarked images in a trellis sec-
tion by using an optimal quantized algorithm based
on a nested block code (Subsection 3.1). The second
is to embed a message based on the low-complexity
section-based informed embedding (SBIE) algorithm,
to minimize the amplitude of watermarked images.
The SBIE algorithm is section-based, rather than us-
ing an entire trellis in one iteration. The section-based
method enables algorithm performance in each sec-
tion with iterative operation to find the suitable em-
bedding watermarked images. The experiment indi- X°=v
cated that the algorithm achieves a lower degree of
complexity and excellent results under an AWGN at-
tack, at the cost of robustness. The proposed algo- Figurel: A trellis-based informed embedding [13].
rithm can be easily implemented with less complex-
ity, compared with other informed embedding meth-
ods. The experiment with the proposed algorithm By using vectors:' andz®, we subsequently ob-
was compared with that in [13]. First, considering tained a new watermarked signal closer to the
embedded distortion and capacity, the parameters are decoding region of the message codeward The
simulated as a function of watermarked image qual- embedding process does not terminate until the fi-
ity. Second, we report the robustness performance of nal watermarked image falls inside the interior of the

Message
Codeword
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Voronoiregion of w. The final watermarked image of
this algorithm,z2 in Fig. 1, may not be the same as
the optimal imagey in Fig. 1.

This embedding process is time consuming be-
cause Viterbi decoding is usually repeated several
times before a final watermarked image is obtained.
This paper proposes a trellis-based informed embed-
ding with controllable parameters by modifying the
arc labels of the trellis structure in [13]. The ba-
sic block diagram of proposed embedding method is
shown in Fig. 2.

Image I X=(Xfyee, Xhy ooy X1)

Embedder

Figure 2: Block diagram of informed embedding
based on controllable parameters.

As done in [13], the watermark was embedded in
the frequency domain of the host signal, rather than
on the host image.

First, a host signall, with dimensionsN =
512 x 512 was divided into 4096 blocks of sifex §;
subsequently each block was converted into the fre-
guency domain with the DCT transform. The fit&t
low-frequency AC coefficients in each block, shown
in Fig. 2 of [13], where extracted and concatenated to
form the extracted vectar. Everyn coefficients ofv
was subsequently used to embed each bit of &its
watermark, wherd, = 4096 - 12/n, and forms the
watermarked image.

Finally, we replaced the elements ofinto their
respective DCT coefficients, and converted all DCT
blocks back to the spatial domain, callggdin Fig. 2.
Because the extracted vectorwas available at the
transmitter, the output of the informed embedding was
denoted byr = f(w, v, a, 3), where robust factod
and step factof are controllable parameters for mes-
sage codeword and extracted vectar, respectively.
The embedding goal aims to satisfy two conflicting
criteria, that is,z must be perceptually indistinguish-
able tov, andx must also be sufficiently close toto
enhance robustness.

3 Proposed informed embedding al-
gorithm

For the proposed informed embedding scheme, this
study used section-based embedding algorithm in-
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stead of the informed embedding algorithm of [13].
The four inputs to the embedder were the extracted
vectors from the host sequenee= {vy,vo, - ,vr},

the message codeword = {w;,ws, - ,wr}, and
the controllable factore and 3, where they;,, andwy,

are vectors of length with 1 < & < L. The para-
meterse and3 control the quality of the watermarked
image regarding fidelity and robustness.

The output of the embedder, watermarked se-
guencer, was subsequently passed through the attack
channels, such as the Gaussian noise, JPEG compres-
sion, and so on, as illustrated in Fig. 2. The decoder
produced the watermark estimate= g(y), wherey
is the extracted vector of the received signal after the
channel distortion, as illustrated in Fig. 2. The pro-
posed informed embedding algorithm was based on
trellis partition. In timek, the extracted vectar, of n
components is one of the a real space of dimension
The real space of dimensienwvas partitioned int@™
regions by &n,m) linear block code$’ in each trel-
lis section. We used a simplex as linear block code.
The purpose of using the simplex code is to obtain
excellent robustness and space partition. Each trellis
section is a mapping from the real space to the code
space, which is represented by a codeword index set.
It is mappedB is mapped as

B:Rn—>{617027"' 702'”} (1)

whereI" = {c1,¢2, -+ ,cam} denotes the set of
2™ disjoint regions. Each region in the partition is
associated with a represented codeword. The set of
represented codewords is referred to as the oljgct
of an extracted vectar,. In this study, the measure of
distortion mean-squared error (MSE) distortion was
as follows:

d(zg,wg) =F [|xk - wkﬂ 2

wherexy, is an arbitrary vector oveR™, andwy, is
a message codeword in theh trellis section. In gen-
eral, thed(z, w;) common choice is the Euclidean
distance or hamming distance.

In the proposed informed embedding, we used a
convolutional code to construct a trellis; and subse-
qguently, the codewords of a linear block code as the
arc labels in the trellis. First, the trellis structure of
a binary (nout, kout, v) convolutional code witt2”
states in every depth was constructed, where the
memory of the convolutional code. Each trellis sec-
tion contained”t*out grcs, and these arcs were sub-
sequently labeled by all codewords of a linear block
codel'(n,v + kout, d), Whered is the minimal dis-
tance of the code. In this structure, the number of bits
embedded in each section is representdd,as With

Volume 10, 2014



WSEAS TRANSACTIONS on SIGNAL PROCESSING

v asthe numberof memory and a controllable para-
meter to tune robustness, the number of trellis state
equal2’. Parameter can be adjusted to enhance the
robustness, which increases the complexity. In con-
trast, a convolutional code with a larger valuekgf;

was chosen to increase the embedding capacity. In
the proposed trellis structure, a real space dfmen-
sions was divided int&,,; + v blocks in each section
corresponding to a simplex codeword. With the outer
codes as the convolutional codes, the change,gf
leads to a simplex code of longer length. Maintain-
ing kot + v constant, that isp constant,k,,; was
tuned to increase the capacity, andas tuned to en-
hance the robustness. Fig. 3 shows the arc labels of
the kth trellis section, in which the arc labety /wy
denotes the watermark messagg and the message
codewordw;,. This code trellis was obtained from a
(2,1,2) convolutional code, and the labels of the trel-
lis arcs are the codewords of & 3,4) simplex code.
Using the trellis structure in Fig. 3 can obtain an ade-
guate space partition for dimension real space.

¢'=(1,1,1,1,1,1,1) —
A ~ A
C2 I
03 —
B ~ C
¢t L
5
c
C - B
C6 L |
C7 -
D -1 D
ct=(-1,-1,-1,1,1,-1,1) L
O-1(Sk-1) o(Sy)

Figure3: Trellis with eight arcs labelled by @&, 3, 4)
simplex code.

The following section demonstrates the two ob-
jectives. The first is to minimize the distortion of the
changes by using the quantizer. The second is to min-
imize the amplitude of stego by using the proposed
embedding algorithm.
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3.1 Minimizing the distortion in the binary
domain

Researchers developed numerous embedding algo-
rithms for minimizing the changes in binary embed-
ding [16, 17, 18]. The subsection presents a discus-
sion on minimizing the distortion of the changes of
the watermarking vectap. We first quantize the ex-
tracted vectorw and watermarking vectan into bi-
nary symbols ag),(v) andQ2(w), respectively. To
minimize the distortion of the changes of watermark-
ing vector in the binary domain as follows.

Given a nested block cod€’s, C1), whereCy =
(n, ko), C1 = (n, k1), mg =n—ky,my =n—k
andk; > ko, the embedding ratB,,, is (k1 —k2)/n =
(mg — my)/n. The primary purpose of th€, code
is to find the minimum quantization distortion. For
an embedder realized using the nested binary codes,
the average weight of the toggle vectBfw(eqp:)] is
estimated by the coset leader of a good fine a0ge
The nested block embedding code is constructed as
follows. A (Cs,C}) nested binary embedding code
of lengthn bits is characterized by the use of a parity
check matrix

®3)

e ]

Ha

, where Hx € {0,1}(m2=mi)xn gnd [, ¢
{0,1}™>" Hy andH; are two parity check matrices
of binary linear fine code§'; and coarse cod€s;, re-
spectively, wher€’; is nested irC'y, that is,Cy C (.
The C; code is defined aS = {u|Hyu = 0}, where
the vectoru € F3'. The set consisting of the vector
corresponding to the identica, is referred to as the
coset of the cod€’y, defined as

C5 = {U’HQ’LL = 82} = {CQ + €opt‘02 S CQ} (4)

wheree,,; denotes the coset leader which repre-
sents the minimal Hamming weight in each coset set.
The Voronoi setVy = {epp it = 1,---,2™2} con-
sists of all the coset leadets,; ; for each coset. The
(1 is partitioned int@™2~"1 coset ofC, as

Cr = U 02+eopt,i, i=0,1,--- ’2m2—m1_17
HzeZpt,iesA
(5)
wheresp = [0---0 ;] ands; € {0,1}m2~m,

We employ the nested scheme to realize the embed-
ding algorithm and briefly describe the optimal em-
bedding algorithm by using a nested block codes.
Considering the case where, given a host
Q2(v) = u, an optimal stegd’ with syndromes;,
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is aboutto be determined. We assume the existence
of a coset leader vectet,,; = u + !, closest to se-
guences: and!’. The hostu and the optimal stego
I" are of an optimal error vecter,,; with a constraint
Elw(e)] < nd (0 < § < 0.5). To describe the quan-
tizer C5 to determine the optimal stego vecibrwe
introduce the module operation.

An arbitraryuw € FJ' can be quantized by the
guantizerC,, and the optimal quantization errey,
can be expressed as a decoding function, as

fopt(su)

Jopt(Hu)

arg mingec, (i, u) + u
u mod(Cy,

Cu

(6)

AL

where f,,.(-) represents the maximum likelihood
(ML) decoding for the quantize€>. Determined
through ML decoding, the optimal quantization error
e, is added tou to recover the codeword € C,
which is closest to the vectar. We further illustrate
the quantizeC; asCs’s coset,C52 = Ca + egpti C
C1, where Hael , ; € sa. An arbitrary host vector
u € F3' is quantized using';* as

umodC54
u+ 1 mod(C5» +1)
x modCy

€y

(7)

where the € C5* andz € FJ.

We offer a low boundDy,,,,4 t0 explain that the
D,y is limited under the boundyyynqe. We de-
scribe the useful bound for @, code as follows. A
Cy(n, k2, Amin) code is capable of correcting =
| (Amin — 1)/2] number of bits, thus a standard ar-
ray of size2™~™ x 2F can be built in Fig. 4.
Alternatively, the required coset leader can be pre-
cisely determined to perform binary data embedding,
known as optimal embedding. Upon locating all the
(7) sequences in the coset leaders, the remaining are
of a weight larger thamn + 1. However, we assume
such weight to be identical o+ 1, leading to a code
referred to as the quasi-perfect code. The average
Hamming code weight of the coset leaders within a
standard array is given as follows.

t .
i=0"

t

)+ (E+ 1R =Y,

277,7’{)2

2 im0 i(F —2i—0(i))

(8)
The average block distortiorD,,,; of suboptimal
or optimal decoding of arbitrary linear code is higher

than Dy,ung. However, in the case of @, k) perfect

linear code, the preceding equation can be expressed

asDopt = (i i(})) /2" 7"

D bound =
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Figure4: Embeddingprocedure.

We illustrate an embedding scheme with a stan-
dard array for an embedding quantizer. The quanti-
zation module in the embedding module attempts to
determine the optimal toggle vectey,,. To deter-
mine the optimal toggle vectey,,;, we use a standard
array to explain the embedding procedures. A stan-
dard array (Fig. 4) contains. There exists a host cor-
responding to an arbitrary vectare F3' of lengthn
bits in the standard array. The syndrome= Hu”
is referred to as the host syndrome. A known binary
vectors; = (0---0 s;) of lengthm bits is intended
for embedding. The coset leadey,; € F3' is dis-
covered within a sef’;” before a sequence, closest to
u with syndromes;. The syndrome,, is determined
by adding the logo vectoy; to s,,. From the decod-
ing view-point, the coset leadey,; can be discovered
through a decoding function, expressed as

fopt(sa:)

fopt(su + 82)
fopt(Hu® + HIT)
fopt(H(uT + ZT))
fopt(HxT)v

where the stego vectdr= H~'s] and the nota-
tion f(-) are referred to as the ML decoding function.
Suppose the existence of a vectoe C;*, which sat-
isfiess, = Hz! and represents a cosef” of the
codeCy, which is intended to seek with minimal
weight, that ise,,, which is expressed as

eopt
= 9)

x + arg mineec, dp(c, x)
z + Q2(z)
x modCs

€ opt

(10)
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Theabove formula expresses the third step in the
embedding procedures in Fig. 4. Once discovered, the
coset leadet,,, is added to the host as!’ = u+ep.

I'e 0;’1 C (1 is the sequence closest to the sequence
u within 3" dimensional space, and contains the logo
sequence;.

Although we adopt a good', code quantizer for
optimal embedding, the optimal embedding (i.e. ML
decoding) leads to high decoding complexity for a suf-
ficiently largeC’; code. A large value o, renders the
ML algorithm, combined with a standard array, infea-
sible when performing a binary embedding. As an un-
common approach, it is only viable for a small value
of ko.

In the receiver, the received signal is

y=1U+N, (11)
whereN is the channel attack. We also obtain the
decoder output as

l’ Q1(y)

Q1(I' + N),

whereQ(+) is a ML decoding function. Thé is
used to extract the embedding messages

(12)

s; = Hal'T. (13)

Finally, the receiver perfectly obtains the embed-
ded message.

In accordance with the aforementioned, the op-
timal togo vectore,, (i.e., the coset leader) is
requested to be found for a nested course code
Cs and is intended, in the syndrome domain, to
solve the equatioriy!” + Hou? = HyxT, where
(H2)71(0,---,0 s;) = I. We consider the follow-
ing a simple and straightforward embedding method.
Adopting a systematic nested coding with parity
check matrixH, [P I] in the code domain, the
aforementioned equation is identicaldp = H,x =
Hg(u+1). Given the arbitrary host and the logos;,
the toggle vector: can be determined immediately,

assuming that = (0,---,0,s;), the front ofs; is
paddedn —mgo +m1)’s zeros to generate thes C4,
is a solution and?!” = (0,--- ,0, s;). Finally, we

obtain the output = u+[ of the embedder illustrated
as follows.

Given a (C2(8,4,4),C4(8,6,2)) nested block
embedding code for binary embedding and consider
a systematic parity check matrix

11101000

H_11010100_[H1]

710110010 |Hs]|’
01110001
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where theH; and Hs are size2 x 8. Suppose
that there exists a logo vectbof length8 bits within
the C; code. Regard; = (11) as the logo symbol
of length2 bits intended for embedding into a cover
u = (10001111), and with6 number of 0's padded to
its left, a vector of length0 bits is hence formed as

I = (000000s;) = (00000011), (15)

whereH;lT = s]' = (10), and the toggle vector
x given by

x = I+u = (00000011)+(10001111) = (10001100)
(16)

The vectorz € F}', corresponding to the se-
guence of length bits, can thus be found. For the sys-
tematic form reason, a vector= (00000011) € C4
, corresponding to the syndrome = (11) , can be
easily determined. Obtaining the toggle vectatoes
not guarantee an optimal one. To determine the op-
timal toggle vectore,,;, the toggle vector: can be
decoded by ML algorithm as follows.

T + arg mincECb du (.%', C)
(10001100) + (10001110)
(00000010).

€opt
17)

Finally, the stego vector is obtained As= u +
eopt = (10001111) + (00000010) = (10001101) and
Hsl'"' = (11)7.

3.2 Section-based informed

(SBIE) algorithm

Although Subsectior8.1 discussed minimizing the
distortion of the changes of the watermarked im-
ages, the distortion measure of the mean-squared error
yielded uncertain minimization. We used the modi-
fied informed embedding algorithm to minimize the
distance between the extracted vector and the object
vector.

Letw = (wy,---,wy) from the optimal binary
stego sequendé = (I{,---,l}), which obtained by
minimizing the distortion of the changes, be a valid
path of the trellis, encoded from the watermatk=
(my,---,myg), andv = (vy,--- ,vr) the extracted
vector from the host signal. Each vectoy = 2} —1,
wherel; € {0,1}", is a selected object codeword of
length n from the fine code’; of the nested block
codesI'(Cy,C2). The embedder produces a water-
marked sequence= {z1,xs, -, 2} by a section-
by-section trellis-based function = f(w;, vi, «, ),

1 <14 < L, where step factog € [0, 1] and robust
factora > 1. The geometrical interpretation of the

embedding
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proposedembeddingalgorithmin the kth section is
shown in Fig. 5, in which thé&th component of wa-
termarked image was iteratively updated toward to the
decoding region ofvy.

Message
Codeword

Figure5: A geometrical interpretation of proposed in-
formed embedding ikth trellis section.

In the kth section of the trellis, we modified the
kth component of the extract vectgy to form thekth
component of the watermarked imagg iteratively.
The proposed informed embedding attempts to find
x; to minimize the degradation of;, from v, and
simultaneously be closer taw;, compared with other
candidateswc, c € T, i.e.,

d(owg, x) < d(ac,zy), ¢ €T ande # wy, (18)

whered(a, b) is the Euclidean distance betweeand
b. The detailed procedure of finding sueh is illus-
trated as follows.

Let hy be the sign vector betweep andw;. That
is for each component af, andw;, we define

hii =sON(y,; - w;), 1 <i<mn, (19)

where sgifu) = 1if @ > 0 and sgn(a) =—11if a <
0. Subsequently, we construct thth component of
xy as follows: ifhy; = 1, thenxy,; = vy, and if
hi; = —1, then

Tki = {

In other words, we move,, toward tow;, by a dis-
tancefdd(awy, v ) for those positions in which, and
wy, are of opposite signs. If current, satisfies (18),
we then move on to thgk + 1)-section, otherwise we
substitutev,, by currentz;, and repeat the procedures

if vg; >0
if Vg, < 0.

Vki — ﬁ : d(Oé’lUk;, Uk’)a

2
Vg + B - d(awg, vg), (20)
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in (19) and (20). The proposed informed embedding
causes perceptual degradation of the host signal for
distincta. and 3, and we can thus adjust the value of
« and S to achieve excellent tradeoff between the fi-
delity and robustness in watermarked images.

The proposed informed embedding algorithm is
summarized as follows.

1. Letk = 1 and initializex;, = v with a choice
of a robust parameter > 1 and step parameter
B € [0,1].

2. Ifthe currentr; satisfies the criterion (18), move
to Step 4, otherwise substituig by ;..

3. Update thekth watermarked image;. by (19)
and (20), and move to Step 2.

4. If k = L then terminate, otherwise lgt= k£ + 1
andx; = v, and move to Step 2.

4 Simulation Results

As shown in [13], a host signal with dimensions
N = 512 x 512 was first divided into 4096 blocks
of size 8 x 8; subsequently, each block was con-
verted into the frequency domain using its DCT trans-
form. The first12 low-frequency AC coefficients in
each block, shown in Fig. 2 of [13], were extracted
and concatenated, and every= 31 coefficient was
subsequently used for embedding each bit of a wa-
termark of L = 4096 - 12/31 = 1585-bits. The
trellis was constructed by @, 1,226=1 /2) convo-
lutional code, and the labels of the trellis arcs were
a (C2(31,5),C1(31,31 — my)) nested simple code.
The nested simple code has an embeddingkgte=

(26 — mq)/31. The parametem, is capable of con-
trolling the tradeoff between watermarking robustness
and embedding rate. The experiment can be divided
into two sections. We minimize the distortion of the
changes of the watermarked images using the algo-
rithm in Subsection 3.1 and then minimize the ampli-
tude of different digital from the extraction using the
SBIE algorithm described in Subsection 3.2. Subse-
quently, the watermarked image quality is defined as

2552

PSNR= IOlOglo W%’ (21)

whereMSE representthe mean square error be-
tween the original imagé, and the watermarked im-
agel,, as

512 512

MSE = S-S (1(0.3) — Ll )% (22)

i=1 j=1
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1. Tradeof between watermarking robustness and

embedding rate over AWGN channel
Considering real-valued and y, the received
pixel y over AWGN channel is given by

y=z+g, (23)
where g is an additive white Gaussian noise
(AWGN), distributed asN(0,07). Gaussian
noise variancerg was added to each pixel of the
watermarked images. The experiment was re-
peated for varianceg, and the bit error rate was
computed. The result is shown in Fig. 6.

Robustness to AWGN noise

- Proposed algorithm by Miller (Rm:1/31)

—<— Proposed algorithm (Rm:1/31,m‘:25)
,=23)

R_=5/31,m =21)
m 1
R_=7/31,m =19)
m 1

—+— Proposed algorithm Rm=9/31,m‘=17)

Proposed algorithm Rm:3/31 m

(

10t s —— Proposed algorithm (
7 (

(

Proposed algorithm

I I I I I I I
0 50 100 150 200 250 300 350 400
(o

Figure6: Watermark robustness to AWGN

Fig. 6 shows the results of testing various noise
levels with variance ranging from 50 to 400 ob-
tained from the proposed algorithm. The experi-
ment fixed the image fidelity with PSNR 30dB

in each case. Although the BER of the proposed
algorithm with respect to parameter; is lower
than that of Miller[13] under AWGN noise, the
embedding capacity of the proposed algorithm is
higher than in Miller’'s work. In the experimental
result, the proposed informed embedding with a
high embedding rate exhibited inferior BER per-
formance when the controllable parametey
decreased.

Performance for parametersand 3

We simulated the fidelity, robustness and com-
plexity by aiming at parameter and 3. The
PSNR, as shown in Table 1, is presented as a
function of o and increased witlx. The para-
meterq is a constant controlling the embedding
strength. We chose to produce various robust-
ness messages. The degradation in fidelity was
measured using MSE distortion. For the large
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value, the robustness is greater than for the small
« value. Image quality depends on parameter
the iteration step factor. The higher the valugof

, the lower average number of iterations required
to reach the expected robustness of the objective
codeword, with degrading image quality. There-
fore, the value of3 can be varied to change the
operational complexity when the proposed algo-
rithms are performed.

Table 1: Fidelity experiments with variantand

« 0 10
PSNR 29.35 29.33
BER(c = 200) 1.2%1072 1.35% 1072
Ié; 0.025 0.05
PSNR 29.87 29.82
Numberof iteration 8.34 6.32
30 40 50 20
28.38 27.78 26.97 29.02
224%1073 8.56%10"% 12.34%10~° 0.038 «x 102
0.1 0.125 0.15 0.075
28.65 27.71 26.55 29.25
2.43 1.54 1.26 4.58

3. Computationatompleity

We compared the algorithm complexity in [13]
and that proposed in this paper. The pro-
posed algorithms for minimizing the distortion
of the changes of watermarked images (Subsec-
tion 3.1) and minimizing the amplitude of the
watermarked image (Subsection 3.2) incur major
computational complexity. The number of code-
words in the trellis section is restricted to the trel-
lis structure of convolutional codes, and the total
number of arcs is small. Therefore, the proposed
algorithm in Subsection 3.1 easily obtained the
optimal codeword candidate and only consumed
a number of operational complexities.

For the SBIE algorithm in Subsection 3.2, the
Add-Compare-Select (ACS) operation in each
section in the memory or the accumulated Viterbi
algorithm leads to a more complex embedding
algorithm, such as that in Miller’'s work, com-
pared to that of a memoryless structure of oper-
ational complexity. Thus, three complexity para-
meters in the trellis structure are defined as fol-
lows: The decoding process in ours and Miller's
algorithms are both based on the Viterbi algo-
rithm. Assuming that there ar€, number of
arcs in each trellis section, it is required to cal-
culate the same number of Euclidean distances.
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With C, symbolizingthe complexity in evaluat-
ing each Euclidean distance, a total complexity
of C, x C. is required for each section. In addi-

Table 2: Numbers of operation for proposed algorithm
and [13] algorithms

tion, the survival path depends on the ACS oper- Algorithm Cs

ations in each section, and the different informed 32 x C+16
embedding algorithm yields different number of  ProposedBIE algorithm comparers

ACS operations. Consequently, for the same [13] 32 x C.+ 32 adders+16
length of the watermarked images, the computa- comparers

tional complexity is directly related to the aver-

age number of ACS operations in each section. A Algorithm C,

larger number of ACS operations yields a higher
complexity and a longer period to perform the
operations. Assuming a trellis with 16 states,
each with 2 arcs, the metric accumulated in the
previous section pertains to the trellis states and 5§ Conclusion

the number of arcs. Because each current state o _
is connected to two arcs, two adders are thus re- We proposed a modified informed embedding scheme

quired to perform additions, which necessitates for watermarked images and used a trellis code with
C, number of adders in each section. Inasmuch a modified trellis structure and nested simplex code

as there are two arcs connected to each next state, 1o embed messages. These proposed algorithms used
a comparer is thus required for comparison. In nested linear block codewords to label the trellis arcs,

ProposedBIE algorithm  C x 2.9643 x 1585
[13] Cs x 72.651 x 1585

brief, there are 16 next states and 32 arcs in

each section, thatis, 16 comparers and 32 adders.

Hence, the ACS complexit§'; for each section
is given as

Cs = CyxCe+Cyxadders +C,xcomparers
(24)

As presented in Subsection 3.2, the proposed al-
gorithm is a section-based informed embedding
algorithm (i.e., a memoryless informed embed-
ding approach performed independently in each
section) that does not require any adder or com-
parer to perform accumulation operations. How-
ever, there ar€’, number of comparers required
in a search of all arcs for an object message code-
word. The resultant complexity is expressed as

C, x Ce 4+ C, x comparers (25)
For operational complexity, the proposed algo-
rithm in 3.2 must determine the minimal distance
d(acy, xy), regardless of whether the arc opera-
tion is closer to the selected codewaikd;, in
the trellis sectionk. The computation required
16 comparer-operations. Finally, we compared
with [13] and tabulated as Table 2.

The experimental results in Table 2 confirm that
our proposed scheme not only provides high em-
bedding capacity with the adaptive parameter
mz, but also obtains low operational complexity
compared to Miller's algorithm.
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and subsequently adjusted the embedding rate and ro-
bustness of the watermarked images by using numer-
ous controllable parameters. Although Miller’'s work
offers good bit error rate performance, our experimen-
tal results confirm that the proposed algorithm pos-
sesses a higher embedding rate and lower complexity
than that of Miller’s work. Our proposed algorithm
provides the two advantages of (i) an adaptive design
of watermarked images (i.e., the tradeoff between the
BER and the embedding complexity), and (ii) an em-
bedding rate that can be easily altered to meet various
application requirements.
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