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Abstract: Document image binarization is difficult when the image is affected by background noise or non-
uniformly illuminated. In this paper, an adaptively method is proposed to address the above problems and thus get
expected binarization results. This method begins by defining a filter window length with initialized stroke width,
and then transforms the document image into a feature space with Gaussian kerneled Bhattacharyya distance and
sets up a threshold with Ostu’s method to temporarily binarize the image, and in the end, it uses the stroke width
extracted from the newly obtained image to update the filter window length until the iteration convergent. The
proposed method has been tested on the DIBCO(2009-2012) databases and get acceptable results on most images
in these databases. In addition, expected results have been achieved when we tested this method on several other
seriously noised and shadowed document images, even with various resolutions, which indicates our method is
effective.
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1 Introduction

Document image binarization is an importan-
t aspect of image processing and video processing,
which is related to image segmentation and pattern
recognition. Binarization technique has a wide range
of applications such as optical character recogni-
tion (OCR) and content based image/video retrieval
(CBIR/CBVR). Although there have already been
some tools doing binarization, there are still some
challenges when it comes to images acquired under
non-uniform illumination conditions, images with ad-
ditional noise such as blur and images of different
resolutions resulted from various photographic equip-
ments. As more and more document images produced
on the Internet everyday, adaptive binarization meth-
ods are becoming increasingly important.

At present, there are mainly two kinds of bina-
rization methods: global information based methods
and local information based methods. Global meth-
ods find a single threshold value by a certain stan-
dard based on the gray levels of the image pixel-
s. The classification may be based on histogram[1],
clustering[2], entropy[3] and features[4]. Global
thresholding methods are generally of high efficien-
cy, and could achieve acceptable result when the gray
levels of the text and background pixels are separable.
But for document images suffering multiple degrada-
tions and non-uniform illuminations, global thresh-

olding methods usually could not get expected results.

To overcome the drawback of global threshold-
ing methods, various local thresholding methods have
been proposed. In local thresholding methods, each
pixel was binarized according to the information con-
tained in the neighborhood of it. These method-
s are usually based on intensity information [5] or
edge information[6]. And the intensity-based method-
s can be divided into two sub-groups: threshold-based
methods[7, 8] and clustering methods[9]. The main
drawback of local thresholding methods is high com-
putational cost and high tendency to fail to extract the
inner parts of thick characters.

In this paper, we introduce an adaptively iterative
method to binarize document images. This method,
based on stroke width information, transforms every
pixel’s local information into a feature space and us-
es Otsu’s classification method on the feature space
to distinguish the text pixels from background pixel-
s. What’s more important, is that this method could
get stroke width information from the temparary bina-
rizing result and could update the transformation and
thus establish an iterative strategy. The feature space
used in this paper is of local Bhattacharyya similarity
with Gaussian kernel which improves the separability
of the features greatly.
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2 Proposed method
The binarization method discussed in this paper is a
kind of local thresholding methods and more details
will be introduced in this section.

For local thresholding methods, some kinds of fil-
ters are usually used to secure local features and thus
the window size of the filter is of great importance.
Actually, the edge of the binary result will be fuzzy
when the window size of the filter is too big, while
the inner part of the character will be hollowed out if
the window size of the filter is too small. The reason-
able definition of the window size of a filter, or the fil-
ter window length (FWL), should be closely related to
stroke width (SW). We here take FWL = 2∗SW−1
as in [10]. But unfortunately, we do not exactly know
the stroke width before we make a proper binarization
of the document image.

The most widely used method in extracting
stroke width is Run-Length Histogram although
there exist several other methods at present.
For example, in paper[11], the authors use
Stroke Width Transform (SWT) as a local
image operator which computes per pixel the width
of the most likely stroke containing the pixel, where
the Canny edge detector should be first used to collect
the edge information of the images. Here we adopt
Run-Length Histogram to extract stroke width.

The concept of run-length was proposed in the
1950s and has become the compression standard in
fax transmissions and bitmap-file coding[12]. A run
is defined as a string of consecutive pixels which have
the same gray level of intensity along a specific linear
orientation (typically in 0o, 45o, 90o, and 135o).The
length of the run is the number of repeating pixels in
the run. For a given image, any element p(i, j) of
a run-length matrix is defined as the number of run-
s with pixels of gray level i and run length j. In a
run-length matrix (pθ(i, j))M×N , M is the number of
gray levels , N is the maximum run length and θ is the
specific linear orientation. Then the run-length his-
togram(RLH) of an image is defined as a vector[13]:

Hθ(j) =
M∑
i=1

pθ(i, j). 1 < j < N (1)

And the stroke width (SW) of this image is defined
as the run-length with the highest frequency in the
run-length histogram excluding the unit run-length.
That is,

SW = t, if Hmax(t) = max
i∈I

H(i). i ̸= 1 (2)

Although there are some methods aimed to clas-
sify pixels of document images directly according to

their gray values, the results are usually not good e-
nough due to background noise and non-uniform il-
lumination. More promising methods are to extract
certain features from the images and to classify pixels
in this new feature space[14, 15, 16]. In paper [14],
the author extracts the structural contrast and stroke
width to form a 2D feature space, paper[15] extract-
s regions of interest (ROIs) and paper[16] proposes a
stroke-model which depicts the local features of char-
acter objects as double-edges in a predefined size.

To extract features from document images, in
most cases, some kind of background is needed.
Background estimation related to document images
has been studied by many investigators. Gatos et
al. proposed a method estimating the global back-
ground in his paper[18] based on the binary doc-
ument image generated by Sauvola’s thresholding
method[8]. Moghaddam et al.[19] estimate the back-
ground through an adaptive and iterative image aver-
aging procedure. In fact, what kind of background
will be efficient is also dependent on the way of dif-
ferent measurement between the background and the
foreground. In this paper, we choose Bhattacharyya
distance[17], or Bhattacharyya similarity to measure
the difference. So the background here is supposed to
be flat.

Bhattacharyya distance[17] was proposed to mea-
sure the similarity of two discrete or continuous prob-
ability distributions, which is defined by the Bhat-
tacharyya coefficient BC(p, q).

BC(p, q) =



∑n
i=1

√
piqi, p = (p1, · · · , pn) and

q = (q1, · · · , qn) are
two discrete
probability distributions.∫ √

p(x)q(x)dx, p = p(x) and q = q(x)
are two continuous
probability distributions.

(3)
And the Bhattacharyya similarity of p and q is de-

fined as

SB(p, q) = exp{−λ ∗ (1−BC(p, q))} (4)

where λ > 0 is a fixed constant and thus 0 ≤ SB ≤
1. When applied to two images/matrixes p(i, j)m×n,
q(i, j)m×n, the Bhattacharyya coefficient of discrete
type is written as

BC(p, q) =

∑m
i=1

∑n
j=1

√
p(i, j)q(i, j)√∑m

i=1

∑n
j=1 p(i, j)

∑m
i=1

∑n
j=1 q(i, j)

.

(5)
In this paper we present a thresholding meth-

ods, and use Bhattacharyya distance formula to ev-
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ery local template of a document image and its re-
lated background. To take the positional informa-
tion of the neighboring pixels of a template center in-
to consideration, we add an Gaussian kernel to the
above Bhattacharyya distance formula and thus the
Bhattacharyya coefficient of a template from image
p(i, j)m×n and its corresponding background is mod-
ified as

BCG(x0, y0) =

W∑
i=−W

H∑
j=−H

G(i,j)
√

p(x0+i,y0+j)∗L(i,j)√
W∑

i=−W

H∑
j=−H

p(x0+i,y0+j)
W∑

i=−W

H∑
j=−H

L(i,j)

(6)
where (x0, y0) is the center of the template p(x0+

i, y0+ j)(2W+1)∗(2H+1) with width 2W +1 and hight
2H + 1, L(i, j)(2W+1)∗(2H+1) is the flat background
template and the Gauss kernel G(i, j)(2W+1)∗(2H+1)

is taken as:

G(i, j) = exp{−(i2 + j2)

(2 ∗ δ)2
}. (7)

Then the local Bhattacharyya similarity with Gaussian
kernel is expressed as:

SBG(x0, y0) = exp{−λ∗ (1−BCG(x0, y0))} (8)

in which,W < x0 < n−W, H < y0 < m−H.

And an Bhattacharyya similarity matrix
SBG(x0, y0)(m−2W )×(n−2H) is obtained as a fea-
tures of the document image p(i, j)m×n.

After the access to local information or features,
we next should classify the pixels of the documen-
t image, which means that we have to take a threshold
to separate the pixels into two classes. In literatures,
the choice of a threshold is made by several method-
s. Niblack’s method sets threshold T (x, y) for each
pixel based on the pixel’s local statistical information
within a fixed local window.

T (x, y) = m(x, y) + k ∗ s(x, y), (9)

B(x, y) =

{
0. if f(x, y) < T (x, y)
1. else

(10)

Where f(x, y) is the gray value of the pixel p(x, y),
m(x, y), s(x, y) represent the mean value and vari-
ance respectively of the gray values among the local
window centered at p(x, y) , k is a fixed parameter,
and B(x, y) is the binary result. Sauvola improved
Niblack’s method and took the threshold formula as

T (x, y) = m(x, y)[1− k(s(x, y)/R)], (11)

where m(x, y) and s(x, y) have the same meaning as
the above statement, k is also a fixed parameter, and
R = 128 for images with gray value range (0,255).

In 1979, in order to separate one group of num-
bers into two classes with a threshold, Otsu proposed a
method [2] based on variance within classes and vari-
ance between classes. Denote the wanted threshold
value k, that is to say, numbers bigger than or equal
to k belong to class one and numbers less than k be-
long to class two. The mean values of the two classes
are denoted by µ0 and µ1, the variances by σ0 and σ1.
The mean value and variance of the whole group are
µT and σT . Then the variance within classes is:

σ2
W = ω0σ

2
0 + ω1σ

2
1, (12)

the variance between classes is:

σ2
B = ω0(µ0−µT )

2+ω1(µ1−µT )
2 = ω0ω1(µ1−µ0)

2,
(13)

and the total variance of the whole group is:

σ2
T =

L∑
i=1

(i− µT )
2pi, (14)

where ω0, ω1 represent the percentages of the two
classes in the whole group and ω0 + ω1 = 1. Ac-
cording to Otsu’s theory, the optimal threshold k is
determined by

k∗ = argmaxσ2
B(k)/σ

2
T (k) (15)

or
k∗ = argmaxσ2

B(k)/σ
2
W (k). (16)

In this paper, since the numbers to be separated are B-
hattacharyya similarities, we use Otsu’s formula (16)
to determine the threshold.

Based on such gotten threshold, the document im-
age is binarized preliminarily. But the result is usually
not good enough since it may include points looking
like pepper noise and some inner vacancy of charac-
ters. As a result, some post procession is needed.

Our strategy of post processing is based on lo-
cal information as in [22].When there are many fore-
ground pixels around a certain pixel, this pixel tends to
be a foreground pixel; and in the other aspect, this pix-
el tends to be a background pixel. Suppose the binary
image is b(i, j) with the value 1 as foreground and
0 as background for each pixel, our post-processing
method can be described as:

b(i,j)=


1, if

∑SW−1

i=−SW+1

∑SW−1

j=−SW+1
b(i,j)

(2∗SW−1)2
>maxThres

0, if

∑SW−1

i=−SW+1

∑SW−1

j=−SW+1
b(i,j)

(2∗SW−1)2
<minThres

b(i,j), else

(17)
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where, maxThres and minThres are two self-
defined parameters with the range of 0 to 1.

Affected by noises, the stroke width (SW) extract-
ed by run-length histogram information is not always
accurate, and the filter window length used to get the
Bhattacharyya similarity matrix is dependent on the
stroke width. So the binarized document image is ba-
sically rough. Actually, suppose that the stroke width
extracted from one original document image by run-
length histogram is SW0, setting 2∗SW0−1 as the fil-
ter window length and thresholding the obtained Bhat-
tacharyya similarity matrix by Otsu’s method, we may
use run-length histogram again on the binarized doc-
ument image and get a new stroke width SW1. For-
tunately, lots of computing experiments shows that, if
SW0 is too small, SW1 is usually bigger than SW0,
and that SW1 is usually less than SW0 if SW0 is
too big. Such phenomenon might suggest that SW1

would equal SW0 if SW0 is chosen properly. Inspired
by such an observation, we propose the following it-
erative procedure to binary document images.

1. For a given document image, initialize stroke
width using run-length histogram.

2. Calculate the local Bhattacharyya similarities of
the image using a filter with Gaussian kernel,
whose window size is based on the stroke width
obtained above.

3. Classify the pixels by Otsu’s thresholding
method on the feature space, i.e., the Bhat-
tacharyya similarities.

4. Post process the binarized image with (17).

5. Estimate the stroke width of the obtained bina-
rization image by run-length histogram.

6. If the current stroke width is equal to that used in
step 2, end the process; if not, update the stroke
width and filter window size and go to step 2.

A demonstration of the iterative procedure is dis-
played in Fig.1. It must be pointed out that such an
iterative process is not always convergent, so we end
the iterating if it dose not convergent after a certain
iterates.

3 Evaluation measures and Experi-
mental results
There are many ways to measure the effect of an

binarization method on document images. We here
employ the seven most common measures as follows.
Assume the size of the document image in processing

is m×n. Let us denote the reference document image,
or the ground truth, by GT (i, j)m×n, the binarized fi-
nal document image by B(i, j)m×n, the skeletonized
ground truth image by SG(i, j)m×n. And TP,FP,TN,
FN mean the number of pixels of true positives,false
positives, true negatives and false negatives, respec-
tively.

The first three measures are Recall, Precision and
F-measure[23]:

Recall =
TP

TP + FN
, (18)

Precision =
TP

TP + FP
, (19)

F-measure =
2 ∗ Recall ∗ Precision

Recall + Precision
. (20)

The following two are p-Recall and p-
FMeasure[24]:

p-Recall =
∑m

x=1

∑n
y=1 SG(x, y) ·B(x, y)∑m

x=1

∑n
y=1 SG(x, y)

· 100%,

(21)

p-FMeasure =
2 · p-Recall · Precision
p-Recall + Precision

. (22)

The sixth is PSNR[25]:

PSNR = 10 ∗ log( C2

MSE
), (23)

MSE =

∑m
x=1

∑n
y=1(B(x, y)−GT (x, y))2

mn
, (24)

where the parameter C is set to 1 for the gray values
of the document images are between 0 and 1.

The last measure used here is the Distance Recip-
rocal Distortion Metric (DRD)[26]:

DRD =

∑S
k=1DRDk

NUBN
, (25)

where DRDk is the distortion of the k-th flipped pix-
el and it is calculated using a 5x5 normalized weight
matrix WNm as defined in [26]. DRDk equals to the
weighted sum of the pixels in the 5x5 block of GT
that differ from the centered kth flipped pixel at (x,y)
in the binarization result image,

DRDk =
2∑

i=−2

2∑
j=−2

|GTk(i, j)−Bk(x, y)|∗WNm(i, j).

(26)
And NUBN is the number of the non-uniform (not all
black or white pixels) blocks in GT.
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Our algorithm was tested in the DIBCO (2009-
2012) which includes different types of representa-
tive document degradations. The seven depicted mea-
sures of the results shown in Tab.1. The DIBCO
competition summary of each year is presented in
[27, 28, 29, 30].

Remark 1 Though factors in Tab.1 are not all better
than algorithms submitted in the competitions DIBCO
2009-2012, our algorithm can obtain acceptable re-
sults on most of the images of the four databases and
does not need to adjust any parameters. Besides, the
images in these four databases haven’t shown many
about non-uniformly illumination and multiresolution
problems, which are the main focuses of our paper.

Remark 2 Our algorithm is applicable to document
images with any resolution. Document images taken
by different camera equipments have vast differences
in resolution. The stroke width may have only two or
three pixels in low resolution images, while it can be
over ten pixels in high resolution ones. By adaptive
iteration, our method can approximate the true stroke
width and thus the result is almost independent of the
resolution of the images. An example of document im-
ages with same content and different resolutions are
shown in Fig.2.

Remark 3 Our method is feasible when dealing with
document images with non-uniform illumination. Un-
less taken in lab, document images taken under nat-
ural light are usually not uniformly illuminated. By
local thresholding and local filter with Gaussian cor-
nel, our algorithm overcomes the difficulty due to non-
uniform illumination. Fig.3 shows some examples of
our algorithm on seriously non-uniformly illuminated
pictures which were taken by a mobile phone.

Remark 4 Our method performs well on noisy docu-
ment images. Two badly noised images are bianrized
with our algorithm and the results are shown in Fig.4.

Remark 5 About the choice of the parameters. Gen-
erally, in Otsu’s method of selecting threshold, three
variables, σ2

B , σ2
W and σ2

B/σ
2
W are chosen to be op-

timized. Theoretically speaking, for the best choice
of threshold k∗, σ2

W gets the minimum value, and
σ2
B gets the maximum value, thus σ2

B/σ
2
W also get-

s the maximum value. However, lots of experiments
on DIBCO 2009-2012 database show that maximiz-
ing σ2

B/σ
2
W gives the best results for both F-measure

and p-Fmeasure. The details are displayed in Fig.5
and Fig.6.

4 Conclusion
In this paper, we proposed a new and efficient algo-
rithm for the binarization of document images, es-
pecially for the ones with non-uniform illumination
or/and noisy background. This method utilizes an
adaptive iterating procedure and makes binarization
based on a feature space gotten by Bhattacharyya dis-
tance/similarity. To better the results, an Gaussian k-
ernel is added to the Bhattacharyya distance formula.
The main characteristic of this method is that a more
accurate stroke width of the document image can be
obtained by such an iterating procedure. Moreover,
it works independently on the resolutions of the im-
ages and so we don’t need to set up any parameter in
advance to a certain document image. Experiments
show that this method is effective.
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Table 1: Experimental results in DIBCO 2009-2012 database
Year F-measure(%) p-FMeasure(%) PSNR DRD Recall Precision p-Recall

DIBCO 2009 database 83.1223 84.2805 15.8418 7.2607 84.8125 84.6958 86.9865
DIBCO 2010 database 81.1573 88.5472 16.5405 5.2690 75.1116 90.5817 87.6775
DIBCO 2011 database 78.0188 80.2528 14.8248 38.4523 82.1330 78.8107 86.7235
DIBCO 2012 database 73.0121 75.8937 15.7558 10.2791 71.8111 79.5967 77.3296

Figure 1: An example of the iteration procedure: the first one in the top row is the original image, from left to right
by row are binary results during iteration, the last one is the final result.
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Figure 2: Binary results of two images with the same content but in different resolutions. In the upper row from
left to right: the original image with resolution 456x604, the detail of the image shows the stroke width is about
only three pixels, the binary result image. In the lower row from left to right: the original image with resolution
2448x3264, the detail of the image shows the stroke width is about ten pixels, the binary result image. The results
are indenpent of the resolution of the images.
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Figure 3: Two images in non-uniform illumination and their binary results by our algorithm.
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Figure 4: Two seriously noised images and their binary results by our algorithm.
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Figure 5: The comparation of F-Measures obtained by different optimizations. P1: average results by optimizing
δ2B P2: average results by optimizing δ2W P3: average results by optimizing δ2B/δ
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Figure 6: The comparation of p-FMeasures obtained by different optimizations. P1,P2 and P3 are same to those in
Fig.5
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