Motion Estimation Algorithm for HEVC Suitable for Hardware Implementation
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Abstract: - HEVC being developed in the video coding standard (The video coding standard of HEVC being developed) is a new generation of video coding standards for HD resolution video encoding. It is difficult to implement HEVC real time coding in current hardware for the algorithm’s complexity, so the algorithm optimization and hardware acceleration of HEVC become research hot spots. The motion estimation unit of HEVC occupy more than 50% of the computation time in the ITU-T standard coding software, so the algorithm optimization can reduce the encoding time largely. Therefore, this paper proposes a new parallel processing method that the LCU and the PU block are divided for computing motion estimation parameters at the same time. The test results show that, PSNR is decreased 0.005db and compression rate is decreased 0.026 percentage, the algorithm can increase the processing speed of motion estimation by 77.2%, compare with full search algorithm. The paper algorithm is suitable for hardware implementation, for the parameters of various motion estimation block in the same LCU can be computed parallelly and memory access is regular.
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1 Introduction

In order to meet the higher video quality and video coding requirements of higher resolution, ISO / IEC Moving Picture Experts Group (MPEG) and ITU-T Video Coding Experts Group (VCEG) have proposed the latest video coding standard HEVC (H.265) [1-2]. The motion estimation is used to eliminate redundant time of the video sequence within the video coding standard HEVC [3]. While studying the standard software HEVC, owing to the complexity of the encoding process, large amount of computation, during the encoding of the video image process, the time of the motion estimation counted over 50% calculation of the whole encoding system [4], which makes it difficult to realize high-quality real-time video communication. Thus, process optimization of motion estimation for the HEVC standard encoding algorithm becomes the research focus nowadays. Meanwhile, motion estimation needs large amounts of computing absolute value of the corresponding pixel, and the existing computing platforms are time-consuming; therefore, in order to realize real-time communication of high-quality, it is of great necessity to develop IP-related motion estimation.

Currently, researchers focus on algorithm optimization of HEVC motion estimation. One is to reduce the predicted block and to lower the complexities of encoding process which are based on inter-frame or intra-frame temporal image correlation, as described in the paper [5-8]. In paper [5], the CU block correlation of the same LCU block can filter part of the CU depth segmentation, so as to lower the complexity of the motion estimation algorithm. Although the algorithm has reduced the computational complexity of motion estimation, but part of the pixel matching operation is still repeated while calculating CU block motion matching of LCU block and only a portion of redundancy was reduced. The other motion estimation process is serial calculation that tree extract the LCU block first and then successively calculate the best match vector under each depth. As for the LCU( 64×64 ) which has not eliminate the part depth Cu block, while the maximum depth is 3, rate -distortion cost of the prediction block requires 1106 times. In this paper, although part of the recycle has been reduced, it is not conducive to realize hardware of motion estimation algorithm. Similarly the paper [6] adopts the same method to end the TZ search searching process in advance. The drawback is the same to paper [5]. In addition, since the powerful searching method of TZ search makes it irregular to read the pixel of the searching area, which makes is more difficult to realize the hardware implementation. In paper [7], the redundancy is reduced on the basis of temporal and spatial correlation of each frame, in particular, to
judge the intensity of the movement on the basis of trajectory of several frames. If the prediction block moves vigorously, the corresponding matched area need to be increased. If moves slowly, then the area need to be reduced. Although the algorithm has reduced the amount of calculation during the motion estimation process, still need calculate 1106 times. Method in this paper can reduce the predicted time, but owing to large amounts of serial calculation, it is not suitable to realize the hardware. In paper [8], temporal and spatial correlation of intra-frame Cu block is used to predict on the basis of minimum 8×8 CU block, then to merge the minimum CU block by the motion vector to obtain the best motion prediction mode parameters. Although this method is conductive to hardware implementation of motion estimation, the video bit which is compressed by this method averagely increase 3% and have greater transmission bandwidth requirements. Method of the second category is around the best matching points. Singlet phenomenon of motion estimation can reduce the searching points during the moving process in order to reduce the calculating amounts when the compression ratio stays still and to improve the motion estimation speed. In paper [9-11], the searching path of cross search, diamond search, and sub-pixel search have been studied. The method also goes to HEVC encoding standard reference software HM which is applied by the official, which becomes the TZ searching method for the combination of power search and diamond search [12]. These methods have increased the search speed, and reduced the amount of computation, but still cannot being realized since the serial search method and the search area data are irregularly read.

Obviously motion estimation method hereinabove is not suitable for HEVC motion estimation algorithm in hardware. It is of great necessity to develop new ways to resolve these conflicts. Researches show that parallel motion estimation search method is more efficient than serial search. Therefore, the motion estimation calculation can raise 10 times computing efficiency while changing the serial to parallel computing.

Based on HEVC agreement, a series of coding parameters of every LCU must be determined while the motion estimation unit process rate distortion mode. These parameters include the CU tree segmentation mode; PU segmentation mode, and the best post-match vector motion segmentation. When encoding the video, the encoder needs to traverse all the depth of CU blocks, each block CU or PU need to traverse all possible segmentation which made the motion estimation high complexity in coding complexity. To reduce complexity, this paper will calculate LCU tree segmentation and motion prediction coding parameters PU block parallel execution, also using dynamic motion estimation motion vector search area in order to improve prediction accuracy.

2 Parallel analysis of HEVC inter-frame motion estimation algorithm

In video encoding systems, the motion estimation (ME) can remove most inter-frame redundancy, so a high compression ratio can be realized [13]. Among various motion estimation algorithms, fast full-search algorithm is usually used because of its perfect effect and regular computation.

2.1 HEVC basic computational unit

Compared with the video coding standard H.264, HEVC has adopted more flexible coding structure, including coding unit (CU), predict unit (PU) and transform unit (TU), among which CU is the basic unit of video coding and CU can be further divided into the size of 64×64; PU is the basic unit for estimation of intra- and inter-frame [14]. In HEVC, Four fork tree segmentation technology of motion estimation unit and asymmetric division technology of PU unit are also greatly enhancing the complexity of calculation, which counts the major causes for the rising of HEVC calculation. Those complicated calculation is no good for the application of video chatting.

2.2 Quadtree Partitions Of LCU

Compared with the H.264 encoding algorithm, HEVC had adopted larger encoding unit size, of which the biggest size is 64×64, meanwhile, largest coding unit (LCU) does recursive process to CU by quad tree. The largest coding depth of CU is 3. Take CU for example, the depth of 0 stands for undivided one; while depth is 1, LCU is divided into 4 CU of size 32×32, the dividing point is called leaf node; while depth is 2, every 32×32 CU is divided into 4 CU of size 16×16; while depth is 3, every 16×16 CU is divided into 4 CU of size 8×8 [15]. The motion estimation unit takes every divided part after every depth as processing unit to process the optimized PU and TU dividing and parameter calculation.
Various computing unit and dividing method make HEVC motion estimation more complex. Based on HEVC agreement, while the depth is 3, the LCU needed to be divided into 85 CU blocks of different sizes by tree dividing method\[16\]. Take the divided CU block to process calculation of motion vector, and then carry rate distortion calculation. From the analysis hereinabove, we know that during the tree dividing process, every smaller CU block is the sub-block of the larger CU; its matching price has high and strong intensity. Thus, it is possible to calculate the motion estimation parameter of every CU block by the parallel method. Only in this way, the 85 times CU block parameter calculation can be turned into 1, meanwhile, the motion estimation time is greatly saved and the energy-consuming of the processor is reduced.

**Fig.1. The Quadtree Partitions of LCU**

### 2.3 CU motion estimation mode

As showed in figure 2, motion estimation unit adopts skip of each depth, four symmetric split mode $2N \times 2N$, $2N \times N$, $N \times 2N$, $N \times N$, and four kinds of asymmetric division model $2N \times nD$, $2N \times nU$, $nL \times 2N$, $nR \times 2N$ to predict coding\[17\]. General speaking, CU in every layer need to calculate 14 predicting blocks, of which including one skip, 1($2N \times 2N$), 2($N \times 2N$), 2 ($N \times N$), 2($2N \times nD$), 2($2N \times nU$), 2($nL \times 2N$), 2($nR \times 2N$). CU of the maximum depth should calculate another 4 ($N \times N$) block, i.e., CU at maximum depth needs 18 predicting block. As to the depth of 3 for LCU ($64 \times 64$), totally 1106 predicting block is needed.

**Fig.2. The segmentation of PU**

If HEVC standard reference software algorithms for solving an optimal motion estimation parameters LCU, after 1106 cycles needed to get the best split mode and CU PU best split mode, a huge amount of computation. However, the encoder unit CU calculate various split mode, the mode can be based on various split between the matching reference pixel with a pixel array to calculate the difference between the combination, it can be processed in parallel for each division pattern, i.e., the block unit CU of each parallel processing mode is divided Distortion consideration, thereby reducing the redundancy calculation of the matching difference between the pixel and improve the processing speed.

### 3 Fast Algorithms Suitable for Hardware Implementation

#### 3.1 Basic principles of algorithms

The analyses in chapter 2 show that when we encode LUC block of $64 \times 64$, we can merge 1106 circulation calculation into one through parallel processing with the maximum depth being 3. Compared with full search algorithm, it saves much of the calculation time. The using of parallel processing method makes motion estimation algorithm more suitable for hardware implementation.

#### 3.2 Specific Implementation Procedure of Fast Algorithm

This paper decreases the complexity of motion estimation by performing the parallel calculation of CU block of every LCU in HEVC standard algorithm and corresponding PU block parameters. The specific procedure is seen in figure 3. At first, motion estimation model reads the pixel value of the whole LCU ($64 \times 64$) from memory unit and put it into calculation unit, and then forecast the motion vector of present block according to the motion vector of existing neighboring blocks. Then obtain the pixel data of search region according to this forecasting vector and search region. Get the differentials between total pixel value of LCU and that corresponding to research region, then get the SAD value of every PU model under every CU level. Then get the best matching motion vector according to SAD value so as to get the best PU segmentation model under
every CU level. Then encode the algorithm and calculate the rate distortion cost of every level of CU block according to the parameters of CU and PU, the PU parameter in the frame we get and the change of corresponding TU block. And get the series of change corresponding to the minimum distortion rate at last.

Figure 3. The procedure of fast algorithm

Motion estimation needs a large amount of calculation of the differences between present PU block and the pixels in research region. The calculation is seen in formula (1) [18]. \(I_k(m, n)\) refers to the pixel value of present PU block, and \(I_k(m+dx, n+dy)\) refers to the pixel value in search region, and SAD refers to the sum of difference between the total pixel value of this PU block and that of corresponding search block. We can ascertain the best matching block of PU block by comparing the SAD value and then we will get motion vector, whose calculation is seen in formula (2) , and MV is the best matching vector of PU block [19].

\[
\text{SAD}(dx, dy) = \sum_{m=0}^{8-1} \sum_{n=0}^{8-1} |I_k(m, n) - I_{k-1}(m + dx, n + dy)|
\]

----------------------------------------------- (1)

\[
(MV_x, MV_y) = (dx, dy) \mid _{\min \text{SAD}(dx, dy)}
\]

----------------------------------------------- (2)

Fast algorithm divides LCU into 1024 2×2 pixel unit from PE0-PE1023, which can be seen in figure 4. Every PE is the calculation unit of the calculation of 2×2 pixel matrix SAD. The SAD value under all kinds of segmentation models of PU can be realized by different combination of PE [20]. Take LCU as example, when depth is 3, LCU has the biggest tree segmentation—the divided block of CU is 8×8.

Figure 4 LCU calculation unit

Figure 5 the calculating method of SAD of motion estimation PU

Take tree segmentation depth=3 and the 8×8 CU in top left corner as example, this CU includes PE0-PE3, PE32-PE35, PE64-PE67 and PE96-PE99. The inter frame motion estimation calculation of CU block is seen in figure 5: when PU is one 8×8 block, put all of the sum of the PE unit SAD contained in this block into formula 2, and we can get the best motion estimation value; when PU is divided into 2 8×4 blocks, taking the SAD value of upper part of CU block as example, the value is the sum of PE0-PE3 and PE32-PE35. Similarly we can get the SAD of lower part; when PU is divided into 2 4×8 blocks, taking the SAD value of the left part of CU block as example, the values is the sum of PE0-PE1, PE32-PE33, PE64-PE65 and PE96-PE97. Similarly we can get the SAD of other PU blocks; when PU is divided asymmetrically—the 8×2 and 8×6 forecasting blocks, SAD (8×2) is the sum of PE0-PE3 and SAD (8×6) is the sum of PE32-PE35, PE64-PE67 and PE96-PE99. Similarly we can get the SAD value of PU blocks under other asymmetric division mode. This algorithm takes the parallelism of hardware into
consideration, each PE just needs calculating once, and SAD value under all kinds of PU division mode and depths by the various combinations with other PE, and then we can get the motion vector of PU block in search region.

### 3.3 Dynamic Search Procedure

To When we use the method above to forecast the search region of present block, it will cause the distortion of motion estimation search region that every sub-CU block and LCU uses the same forecast vector. To overcome this disadvantage, this paper improves the accuracy of motion estimation search region by two methods. One is using step-by-step forecast search region—use 32×32 CU block as the basic unit to estimate motion vector. Then we should test that whether the best matching point is at the edge of search region. If it is, we should expand the search region 2 pixels outward, but if it is not, the search is over. The procedure of dynamic search is seen in figure 6. Divide the LCU into 4 32×32 CUs with depth=1 and mark them as CU10, CU11, CU12 and CU13 respectively. Estimate the motion vector of CU10 according to finished motion estimation on the left, on the top and in the top left corner, which is seen in figure 7: when the motion vector of A, B and C co-exist, its motion vector is the mid-value; if motion vector A and C do not exist, we choose motion vector B; when motion vector motion vector A and B do not exist, we choose motion vector C. In next step, we take the estimate vector of CU10 as center and rectangular search box as the search region to search motion matching parameter of CU of present LCU (64×64) with all depths and record the best matching vector of PU under all kinds of models in next step. To increase the accuracy of motion estimation, we should judge that whether the best matching point of each PU block is at the edge of search region. If it is, we should expand the search region 2 pixels outward. Especially if the best matching point of any PU block is in the 4 corners of search region, we should expand it the two corresponding directions. After that we should calculate every matching parameter in the new search region and refresh the best matching point. If the best matching point is still on the edge, we should continue to expand the search region until all of the best matching points is inside the search region. Save every parameter of LCU which takes the estimation vector of CU10 as searching center, and then take the estimation vector of CU11, CU12 and CU13 as center to search for new search region so as to ascertain every motion parameter of LCU. During the process of calculation, new search region may cover the old ones. This paper reduces the repeated calculations by overlap region elimination method. To sum up, we can get the motion estimation matching parameter of LCU at all depths through this process.

<table>
<thead>
<tr>
<th>CU10</th>
<th>CU11</th>
<th>CU12</th>
<th>CU13</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
<td>C</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 6** Algorithm procedure of dynamic search region

<table>
<thead>
<tr>
<th>LCU 64×64</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 7** the estimation of the motion vector of CU

### 4 Simulation Result and Analysis

The Use PC platform to test the algorithm in this paper, and we test three groups of video sequences, which includes three 1920×1080 sequences and three 3840×2160 sequences. We use HM6.0 as test software, 3 as the largest depth of tree segmentation, and 128×96 rectangular region as search range. The
result is seen in Table 1, where QP is quantization parameter with the quantization value of 28, 32 and 36 respectively. PSNR (peak signal to noise ratio) is peak signal-to-noise ratio and ΔPSNR refers to the difference between PSNRs under the algorithm in this paper and full search algorithm. ΔBR (bit ratio) refers to the increase percentage rate after compression. ΔMETM (Motion Estimation Time) refers to the percentage of reduced time under the motion estimation algorithm in this paper and full search algorithm.

Table 1 The Result of Fast Motion Estimation Algorithm

<table>
<thead>
<tr>
<th>Test Sequence</th>
<th>BR %</th>
<th>PSNR dB</th>
<th>METM %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1280x720</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V1 dyo1</td>
<td>0.011</td>
<td>-0.002</td>
<td>-85.4</td>
</tr>
<tr>
<td>V1 dyo3</td>
<td>0.015</td>
<td>-0.012</td>
<td>-87.3</td>
</tr>
<tr>
<td>V1 dyo4</td>
<td>0.006</td>
<td>-0.001</td>
<td>-85.1</td>
</tr>
<tr>
<td>1920x1080</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Controlled_burn</td>
<td>0.038</td>
<td>-0.018</td>
<td>-88.1</td>
</tr>
<tr>
<td>Touchdown_pass</td>
<td>0.028</td>
<td>-0.001</td>
<td>-87.9</td>
</tr>
<tr>
<td>Ducks_take_off</td>
<td>0.082</td>
<td>-0.011</td>
<td>-86.3</td>
</tr>
<tr>
<td>3840x2160</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Park_j oy</td>
<td>0.002</td>
<td>-0.001</td>
<td>-90.2</td>
</tr>
<tr>
<td>O ld_t own_cross</td>
<td>0.007</td>
<td>-0.002</td>
<td>-90.0</td>
</tr>
<tr>
<td>Crowd_r un</td>
<td>0.010</td>
<td>-0.003</td>
<td>-87.5</td>
</tr>
<tr>
<td>Mean</td>
<td>0.026</td>
<td>-0.005</td>
<td>-87.2</td>
</tr>
</tbody>
</table>

Table 1 shows that there is an average 0.005db decreasing of , an average 0.085% increasing of output bit rate and an average 87.2% decreasing of time motion estimation algorithm takes when we compare the video sequences of the algorithm in this paper with that of full search algorithm. The result shows that this algorithm achieves the collateral execution and reduces much of the time motion estimation unit takes with constant monomeric efficiency. The test of this motion estimation algorithm to all kinds of videos with various resolution ratio shows that the compression time of full search algorithm is relatively more stable-the leg of video transmitter is stable by comparison, which shows that it is more suitable for real-time video communication.

Table 2 compares the algorithm in this paper with other research results, and the result shows that the algorithm in this paper is better than the fast motion estimation algorithm mentioned in paper [19] but a little worse than that in paper[20] and [21]. It is obvious that this paper develops parallel system algorithm for the hardware achievement of HEVC motion estimation algorithm. But it is hard to achieve the performance of fast parallel calculation because of the limit of experiment software platform, which decreases other algorithm performance.

Table 2 Algorithm Comparison

<table>
<thead>
<tr>
<th>Sequences</th>
<th>BD PSNR (dB)</th>
<th>BD BR %</th>
<th>ME Ti met %</th>
</tr>
</thead>
<tbody>
<tr>
<td>[21]</td>
<td>-0.0013</td>
<td>0.290</td>
<td>-67.2</td>
</tr>
<tr>
<td>[22]</td>
<td>-0.080</td>
<td>0.280</td>
<td>-75.9</td>
</tr>
<tr>
<td>[23]</td>
<td>-0.060</td>
<td>2.210</td>
<td>-87.0</td>
</tr>
<tr>
<td>Proposed</td>
<td>-0.005</td>
<td>0.026</td>
<td>-77.2</td>
</tr>
</tbody>
</table>

This paper, aiming to the hardware achievement latest video encoding standard HEVC motion estimation unit, comes up with motion estimation unit parallel processing method-the process and method to divide the LCU into 4 equal CU blocks and divide every CU block into motion estimation PU block. The result shows that compared with motion estimation full search algorithm, this encoding method can increase the processing speed of motion estimation unit by 77.2% on the base of decreasing PSNR by 0.005db and decreasing compressing rate by 0.0265%. This algorithm structures the data of search region, and neighboring pixels can be reutilized to reduce the number of memory access and the calculation and processing of the best matching point. To sum up, the algorithm in this paper can improve hardware utilization and save hardware cost during the process of hardware achieving, so it is good for the real-time video communication which takes HEVC as standard.
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