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Abstract: - In this paper two signals over finite and closed interval of time are considered. A linear relation of 
the two with shifting is defined. In general, when a signal is expressed linearly of another with shifting, this 
gives an error. The absolute error should be minimized to have the best approximation. For the case of discrete 
signals without shifting, minimizing this error is just the well-known least square method. Hence, the proposed 
relation of signals is a generalization of the least square method. Criterion of approximating a signal linearly of 
the other is based on the relative error. The relative error is defined by comparing the norm of absolute error 
with the norm of the normalized approximated signal. Geometric interpretation and the applications in finance 
are also discussed. Especially in finance, the relation of signals can be applied to predict the dynamics of 
stocks, exchange rates and commodity prices. Predicting such dynamics on itself is very difficult, especially for 
high frequency data. 
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1 Introduction 
The dynamics of stocks, exchange rates and 
commodity prices have been the interest of 
researchers in various fields including economists, 
mathematicians, even physicists. However, 
predicting such dynamics on itself is difficult or 
probably impossible, especially for high frequency 
data. 

Economists often study the dynamics and relate 
it to the underlying fundamental economy or 
perception. Among others, Evans and Lyons [9] 
studied the effect of macro news on the exchange 
rates. Their findings are that macro news flow 
increased order flow volatility and the induced order 
flow has signed (first moment) effects on the 
exchange rate. In the other paper [10], they studied 
the linkages between transaction flows, 
exchange rates, and future fundamentals. Pao et 
al. [17] studied the effect of bond premium and 
capital regulatory on loan and deposit rates, as an 
option-pricing model. 

The dynamical relationship among Italian, 
Spanish, and United Kingdom prices over the period 
of 1874–1998 was studied by Gadea et al. in [11]. It 
was found that the price of differential dynamics in 
the period of 1940–1998 was captured by 
deterministic trends. The cross-dynamics of 
volatility term structure slopes implied by foreign 
exchange options was examined by Krylova et al. 

[14]. Their empirical findings demonstrated that a 
few principal components could explain a vast 
proportion of the variation in volatility term 
structure slopes across the major exchange rates.  
Muchnik et al. [16] also studied volatility, but 
focused on the return of an investment on shares and 
exchange rates. 

Finding a trend of the dynamics of stocks, 
exchange rates and commodity prices is often used 
to understand the behavior of the dynamics. Béreau 
et al. [3] studied the nonlinear dynamics of the real 
exchange rate towards its behavioral equilibrium 
value. Their finding was that the real exchange rate 
convergence process in the long-run was 
characterized by nonlinearities for emerging 
economies, but industrialized countries exhibited a 
linear pattern. Cahyono et al. [7] applied higher 
order polynomial to model the dynamics of Jakarta 
Composite Index. On the other hand, Adam et al. 
[1] considered candle representation data to obtain 
the so called temporal probability density function 
(t-pdf) of the dynamics. The behavior of such 
dynamics is often applied in modeling of stock 
market. Take an example modeling of Cyprus stock 
market by Bougioukou [4]. 

Theoretical scientists, such as mathematicians 
and physicists, are mostly interested in creating 
linkages of the dynamics of stocks, exchange rates 
and commodity prices with the existing theories or 
to develop a new theory. Often, theorists apply or 
develop existing mathematical models for the 
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dynamics. For example, in the case of Italian stock 
market, D’Amigo and Petriani [2] uses semi-
Markov environment to model stock market, and 
shows that it performed better than simple Markov 
model. 

Physicists often model such dynamics by 
applying well-known physics related phenomena. 
Some applied continuous time random walk 
(CTRW), which is interpreted with a model of 
anomalous diffusion, where a cloud of particles 
spread at a rate different from the classical 
Brownian motion. A review of the CTRW for asset 
dynamics can be found in [12]. Budinski-Petkovića 
et al. [5] presented analysis of the USA stock 
market using fractal function. Their finding was a 
good agreement with the S&P 500 data when a 
complete financial growth is considered. However, 
moving the final time of the fitting interval towards 
earlier dates caused growing discrepancy between 
two curves. Xia et al. [20] applied the multi-scale 
entropy and multi-scale time irreversibility to 
analyze the financial time series. Both methods had 
nearly the same classification results, which mean 
that they were capable of distinguishing different 
series in a reliable manner. They observed that 
effects of noise on Americas markets and Europe 
markets were relatively more significant than on 
Asia markets. 

Other theorists deal with high frequency data. 
Todorova and Vogt  [19] analyzed high frequency 
financial data from XETRA and the NYSE using 
maximum likelihood estimation and the 
Kolmogorov–Smirnov statistic to test whether the 
power law hypothesis. They found that the 
universality and scale invariance properties of the 
power law were violated. Ponta et al. [18] 
conducted a simulation of high-frequency market 
data which was performed with the Genoa Artificial 
Stock Market. Their simulation results showed that 
this mechanism could reproduce fat-tailed 
distributions of returns without ad-hoc behavioral 
assumptions on agents. Çağlar et al. [6] applied a 
statistical methodology to estimate the model 
parameters with an application on high-frequency 
price data, and to validate the model by simulations 
with the estimated parameters. They found that the 
statistical properties of agent level behavior were 
reflected on the stock price, and could affect the 
entire process. 

The main interest of the investors, however, is 
the optimal return of an investment portfolio. Chang 
et al. in [8] reported a study of the effect of liquidity 
on the stock returns, where they found that the 
liquidity effect was a significant investment style in 
stock market. On the other hand, Li et al. in [15] 

studied an optimal investment problem which 
considered taxes, dividends transaction cost. 
According to their study, taxes and dividends had 
positive effects on the optimal investment strategies, 
whereas transaction costs exerted a negative effect 
on the optimal strategies. Optimizing return of an 
investment portfolio needs the ability to predict the 
dynamics of stocks, exchange rates and commodity 
prices considered in the portfolio. The prediction 
may be based on the dynamics on itself, which is 
very difficult, or based on its relation of the 
dynamics of the other(s). 

 
 
2 Linear Relation of Signals 
In this section a linear relation of two signals with 
shifting will be discussed.  

Definition 1 Let τ,,, Tba  be real numbers, and 
0>T . Continuous real functions f  and g  are 

defined in a closed interval [ ]T,0 . Function g  is 
defined to be in a linear form of f  shifted by τ  in 
the interval [ ]21,TT  if 

 
btfatg +−⋅= )()( τ ,   (1) 

 
for any [ ]21 ,TTt∈  and ττ −2121 ,-,, TTTT  are in 
[ ]21,TT . The parameters a, b and τ  are called the 
slope, the intercept and the time lag of the linear 
relation (1). 
 

Plotting the function in Cartesian coordinate t-y, 
a represents dilatation parameter with respect to 
horizontal axis t. The parameter τ  represents 
horizontal translation, to the right for 0>τ  and to 
the left for 0<τ . The parameter b represents 
vertical translation, upward for b > 0, and downward 
for b < 0. Figure 1 shows an illustrative plot of 
functions f  and g , where 
 

275)20(3)( −−⋅= tftg .  (2) 
 
Moreover, in this figure g  is the dynamics of 
Japanese yen (JPY) relative to Indonesian rupiah 
(IDR) in the year 2012. 

Eqn (1) can be applied in finance as follows. 
Suppose f and g be the dynamics of stock A and 
stock B, respectively. If τ > 0 as illustrated in Fig.1, 
function g is shifted to the right from function f. The 
value of g can be predicted based on the value of f at 
the previous time, g(t) depends on f(t- τ). Hence, the 
dynamics of stock B can be predicted by applying 
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the dynamics of stock A. Predicting the dynamics of 
stock A on itself is very difficult, especially for high 
frequency data, see [13]. It can also be interpreted 
that the dynamics of stock A has influence to the 
dynamics of stock B with the time lag τ. 
 

 
 
Fig. 1 Linear relation of two signals with shifting. 

 
If f can be expressed in a linear form of g, then 

the vice versa also applies. In this case, (1) can be 
written in the form of 

 

a
btg

a
tf −+⋅= )(1)( '' τ ,  (2) 

 
where [ ] [ ]TTTt ,0, 21

' ⊆−−∈ ττ . Hence, if g is 
obtained by translating  f  to the right direction as far 
as ǀ τ ǀ, then f can also be obtained by translating g 
to the left direction as far as ǀ τ ǀ (with multiplication 
and addition related to coefficient a and b). 
  
 
3 Linear Approximation of a Signal 
Previous section discusses two signals that can be 
expressed linearly to the other. In general, however, 
one signal is not exactly in the linear form of the 
other. In this case, a signal, say g, will be 
approximated linearly by the other signal f. The 
definition is presented in the following. 
 
Definition 2 Let f and g be continuous functions 
define in [0,T].  Approximating g linearly in f with 
shifting τ is writing g in the form of 
 

)()( )( tbtfatg ετ ++−=   (3) 
 

for real numbers a, b and τ, T1≤ t ≤ T2 and T1, T2, 
T1- τ, T2 - τ  in [0,T]. The term )(tε  is the error of 
the approximation. 

 
To have best approximation, one needs to 

minimize the error 
 

( )btfatgt +−−= )( )()( τε .  (4) 
 
To do so, a norm of )(tε  should be defined. 
 

 
3.1 Problem Formulation 
Minimizing the error (4), should be done by 
minimizing its norm. In this paper, the norm of the 
error )(tε  is defined in the form 
 

( )( )∫ +−−=
2

1

2)( )()(
T

T
dtbtfatgt τε .     (5) 

 
To find the best approximation of g linearly in f 

with shifting is summarized in the following 
problem. 
 
Problem (*) Let f and g be continuous functions 
defined in [0,T].  For T1, T2 in [0,T] and T1≤ t ≤ T2, f 
and g satisfy  (3). Find a, b and τ for T1- τ, T2 - τ  in 
[0,T], such that (5) minimum. 

 
3.2 Existence and uniqueness of a, b and τ 
One may ask the existence and uniqueness of a, b 
and τ in the problem above. For existence, this 
summarized in the following theorem. 
 
Theorem 1 There exist a, b and τ  for the problem 
(*).  
 
Proof : Since  )( τ−tf and )(tg  are continuous 
functions in [T1,T2], this implies that 

( )( )2)( )( btfatg +−− τ  is also continuous 
function in [T1,T2]. Hence, the integral (5) exists 
for any real numbers a, b and τ. Moreover, the 
integral (5) is non negative. This guarantees the 
existence of a, b and τ such that (5) is minimum. 

□ 
 
For uniqueness, it will be restricted for the case 

of τ = 0. 
 

Theorem 1 If  τ = 0, there exist a unique value of a 
and b  for the problem (*). 
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Proof : It will be easier to analyzed the uniqueness 
of a and b, by writing (5) in the form 
 

( )

( )∫+∫ −+

∫ −−

+∫ −=

2

1

22

1

2

1

22

1

22

.)()(2             

)()(2             

)()(

T

T

T

T

T

T

T

T

dttgdttfab

dttgtfa

bdttfat

τ

τ

τε

     (6) 

 
For the case τ = 0, (6) becomes 
 

( )

( )∫+∫+

∫−+∫=

2

1

22

1

2

1

22

1

22

.)()(2             

)()(2)()(

T

T

T

T

T

T

T

T

dttgdttfab

dttgtfabdttfatε
   (7) 

 
Observe that (7) is a quadratic function of two 
variables a and b. The coefficient of terms a2 and b2 
are positive. Hence, there is only one global 
minimum point.  

□ 
 

In general Problem (*) does not yield a unique 
value of  a, b and τ. Take a simple example for 

ttf cos)( =  and ttg sin)( = . In this case, 1=a , 
0=b , but τ may be equal to several values, 

namely ,4 ,2 , 2
1

2
1

2
1 πππτ = . 

 
3.3 Case of Discrete Signal  
For digital signal, f and g are given in time series, 
namely at discrete time ti. Suppose ii ttt −=∆ +1 , 

tTt ∆+= 11 , tn ∆⋅= ττ  and nttnTT =∆⋅⋅= 12 . 
The error )(tε  is computed by using its Riemann 
sum 
 

( )( )∑ ∆+−−=
=

n

i
ii tbtfatgt

1

2)( )()( τε .    (8) 

 
For the case of τ = 0, (8) becomes 
 

( )( )∑ ∆+−=
=

n

i
ii tbtfatgt

1

2)( )()(ε .    (9) 

 
Minimizing )(tε  in (9) means seeking a, b such 
that 
 

( )( )∑ +−=
=

n

i
ii btfatgt

1

2)( )()(ε     (10) 

 
minimum. This is nothing else, but the least square 
method. Therefore, Problem (*) is a generalization 
of the well-known least square method. 
 
 
4 Relative Error of Approximation 
Although the best approximation has already 
obtained, it might not be a good approximation. It is 
because, the given signal cannot be approximated 
linearly by the other. An illustration for the case of 
least square method is given in Fig. 2. The solid line 
is the best linear approximation of the given points, 
compared to the dotted line. The solid line, 
however, does not very well represent the trend of 
the points. It is because the points do not yield a 
trend, at least not a linear trend. 
 

Fig. 2 Illustration of the best linear approximation 
by using least square (solid line), and other 
approximation line (dotted line). 
 

Relative error is applied for a criterion whether a 
signal is a good linear approximation of the other. 
The relative error is defined by comparing the 
absolute error to the norm of the normalized 
approximated signal. The normalized approximated 
signal g is defined by 

 

12

2

1

)(
)()(

TT

dttg
tgtg

T

T
normal −

∫
−= .        (11) 

 
Illustrative plot of the normalized g is presented in 
Fig. 3. The curves of (11) pass through the 
horizontal axis, creating area at above of and below 
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horizontal axis. The area above the horizontal axis is 
equal to the area below the horizontal axis. 
 

 
 
Fig. 3 Illustrative plot of the normalized signal. 
 

Hence mathematically, the relative error is in the 
form 

 

( )( )
.

)(
)(

)( )(
       

)(
)(

2

1

2

12

2

1

2

1

2

∫



















−

∫
−

∫ +−−
=

=

T

T

T

T

T

T

normal
rel

dt
TT

dttg
tg

dtbtfatg

tg
t

E

τ

ε

  (12) 

 
The relative error may exceed 100%, if the absolute 
error is larger than the norm of the normalized 
approximated signal. There is no standard for the 
goodness of relative error, the less, the better.  

For the application in derivative trading, the 
interpretation of the norm of normalized signal (12) 
is the following. The norm (12) related to the area of 
the normalized signal with the horizontal axis. It is 
related to the total of difference of the adjacent local 
minimum and local maximum of the curve. These 
differences may yield the total profit. Hence, the 
relative error is related to the percentage error of the 
total profit. 
 
 
5 Conclusion 
A linear relation of two signals with shifting is 
introduced. The absolute value of the shift is often 
called as the time lag. In this relation, a signal can 
be predicted by applying the other. Therefore, it will 

be very useful for the application for predicting the 
dynamics of stocks, exchange rates and commodity 
prices. Predicting such dynamics is very difficult on 
itself, especially for high frequency data. 

In general, a signal is not in a linear expression 
of the other. In this case, a signal is approximated in 
a linear expression of the other which yields an 
(absolute) error. To have the best approximation, the 
error should be minimized to obtain the intercept, 
the slope and the time lag. The existence of the 
parameters is guaranteed. For the case of zero time 
lag, there are unique values of slope and intercept. 
For discrete signals, minimizing the error is the 
well-known least square method. Therefore, 
approximating a signal linearly by the other signal 
with shifting is a generalization of the least square 
method. 

The relative error is defined by comparing the 
absolute error with the norm of normalized 
approximated signal. This error is applied to 
determine whether a signal can be approximated 
linearly by the other signal with shifting. This 
criterion still needs to be investigated further in the 
future research.  
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