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Abstract: The purpose of this work is to obtain an effective evaluation of the speed of convergence for multidi-
mensional approximations of the functions define on the differential manifold. Two approaches to approximation
of functions, which are given on the manifold, are considered. The firs approach is the direct use of the appro-
ximation relations for the discussed manifold. The second approach is related to using the atlas of the manifold
to utilise a well-designed approximation apparatus on the plane (finit element approximation, etc.). The firs
approach is characterized by the independent construction and direct solution of the approximation relations. In
this case the approximation relations are considered as a system of linear algebraic equations (with respect to
the unknowns basic functions ωj(ζ)). This approach is called direct approximation construction. In the second
approach, an approximation on a manifold is induced by the approximations in tangent spaces, for example, the
Courant or the Zlamal or the Argyris fla approximations. Here we discuss the Courant fla approximations. In
complex cases (in the multidimensional case or for increased requirements of smoothness) the second approach is
more convenient. Both approaches require no processes cutting the manifold into a finit number of parts and then
gluing the approximations obtained on each of the mentioned parts. This paper contains two examples of Courant
type approximations. These approximations illustrate the both approaches mentioned above.
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1 Introduction

The solving of the complicated problems for model-
ing various phenomena is often connected with the ap-
proximate search of functions in regions of very com-
plex configurations Examples of such tasks are the
tasks of forecasting climate, weather, geological cat-
aclysms, etc. In the listed tasks, the mentioned areas
are a sphere, a ball or a spherical layer. The solution of
technological problems are often connected with dif-
ficul areas. For example, channels of different shapes
are required for the propagation of radiation, and a
toroidal structure are required for the fl w of elemen-
tary particles in a collider, etc.

When buildings and structures are being de-
signed, shells are considered. The last one is a region
of definition for various functions. Thus, the prob-
lem of approximation of functions with a complexly
structured area definitio is highly relevant. Mathe-
matical formulation of the problem is an approxima-
tion of functions define on manifolds. Solutions of
this problem is necessary when we use the methods of
finit elements, grid method, wavelet decomposition
complexly structured streams and so on.

In practice calculations are considered the various

options of the functions with specifi types of domains
(see [1] -[28]).

It is very important to investigate the approxima-
tion apparatus for the functions given on the mani-
fold. Some progress in this direction was reached in
the last century (see [22] and monograph [1]). The
order of the rate of convergence of the proposed re-
sults in the approximations being the same as for fla
regions. However, the question of efficientl calculat-
ing the constants in the estimates of the convergence
rate has not been resolved.

In what follows, approximations of functions de-
fine on the manifolds are considered in the various
aspects: the considered manifold approximation by
moving least-squares projection (see [19]), entropy
estimation in manifold was studied (see [20]), stud-
ied Local linear regression on manifolds (see [21]),
local and spline approximations on manifold (see [22]
- [23]). In addition, wavelet decomposition of fl ws
associated with a manifold (see [24] - [26]). Some
relevant studies can be found in [27] and [28].

The effectiveness of the methods and algorithms
consists of the fact that their structure is determined by
the structure of the manifold. In the mentioned cases
the effectiveness manifests itself in the restructuring
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of the spaces depending on the structure of manifold.
The purpose of this work is to obtain an effec-

tive evaluation of the speed of convergence for multi-
dimensional approximations of the functions define
on the differential manifold.

Here we consider two approaches to constructing
the approximation of functions, given on the mani-
fold. The firs approach is the direct use of the above
approximation relations for the discussed manifold,
the extraction of these coordinate functions and the
constructing approximations by the elements corre-
sponding to the linear space. The second approach
is related to using the atlas to connect a well-designed
approximation apparatus on the plane (finit element
approximation, etc.). Both approaches require no pro-
cesses cutting the manifold into a finit number of
parts and then gluing the approximations obtained on
each of the mentioned parts.

The firs approach is characterized by the inde-
pendent construction and direct solution of the ap-
proximation relations. In this case the approximation
relations are considered as a system of linear algebraic
equations (with respect to unknowns ωj(ζ)). This ap-
proach is called direct approximation construction.

In the second approach, an approximation on a
manifold is induced by the approximations in tangent
spaces, for example, the Courant or the Zlamal or
the Argyris fla approximations. Here we discuss the
Courant fla approximations (see subsections 4.3 and
4.6) In complex cases (In the multidimensional case or
for increased requirements of smoothness) the second
approach is more convenient.

2 Auxiliary Assertion
Consider a smooth n-dimensional (generally speak-
ing, noncompact) manifold M. We introduce a sys-
tem of differentiable coordinates on M, i.e. a family
of open sets {Uζ}ζ∈Z covering M and such homeo-
morphisms ψζ , ψζ : Eζ 7→ Uζ of open balls Eζ of the
space Rn that the maps

ψ−1
ζ ψζ′ : ψ−1

ζ′ (Uζ ∩ Uζ′) 7→ ψ−1
ζ (Uζ ∩ Uζ′) (1)

(for all those ζ, ζ ′ ∈ Z for which Uζ ∩ Uζ′ 6= ∅) are
continuously differentiable (desired number of times);
here Z is a set of indices. Troika ψζ : Eζ 7→ Uζ is
called a map, a bunch of A = {ψζ : Eζ 7→ Uζ | ζ ∈
Z} is named an atlas representing the manifold M.
Without loss of generality, in what follows we assume
that the balls Eζ are contained in the closed ball E∗
and they have a center at zero, therefore

ψζ(0) = ζ. (2)

2.1 Atlas for sphere

For example, let M be n-dimensional sphere

M : (ξ, ξ) = r2. (3)

Here the scalar product in the space Rn+1 is de-
noted by the parentheses. We introduce the norm in
the mentioned space by the formula ‖ξ‖ = (ξ, ξ)1/2.

Let Lζ be hyperplane to M in the point ζ ∈ M,

Lζ : (ξ
′′
, ζ) = r2. (4)

Let us defin the distance d from the point ξ to the
hyperplane (4):

d = r − (ξ, ζ)r−1. (5)

Let the vector ξ ′ such that ξ ′+ζ is the orthogonal
projection of the point ξ ∈ M onto Lζ (ζ lies on the
nearest hemisphere),

ξ ′ = ξ + ζ(dr−1 − 1). (6)

Taking into account ‖ξ ′‖2 + d2 = ‖ζ − ξ‖2 and
(5) we have

ψζ : ξ ′ 7→ ξ, ξ = ξ ′ + ζ(1− ‖ξ ′‖2r−2)1/2.
(7)

On the other hand, substituting (5) into (6) we ob-
tain

ψ−1
ζ : ξ 7→ ξ ′, ξ ′ = ξ − (ξ, ζ)ζr−2. (8)

Transformation (7) – (8) is called an orthogonal
projection to a tangent plane.

Lemma 1. 1. If ‖ξ ′i‖ ≤ qr, q < 1, i = 1, 2, then
a valueM(q) exists such that

‖ψζ(ξ ′1)− ψζ(ξ ′2)‖ ≤ M(q)‖ξ ′1 − ξ ′2‖.
2. If ξi ∈ M, i = 1, 2, then

‖ψ−1
ζ (ξ1)− ψ−1

ζ (ξ2)‖ ≤ 2‖ξ1 − ξ2‖.

Proof is elementary. We do not present it.
In the one-dimensional case we introduce the an-

gular variable ϕ on the circumference M. Using (8)
and taking into account the orthogonality ξ ′ and ξ we
fin ‖ξ ′‖2 = r2 − (ξ, ζ)2, hence

ψ−1
ζ : sξ ′ = r sin(ϕξ − ϕζ), (9)

where sξ ′ is a natural parameter on the tangent line
Lζ , which increases together with the increase of an-
gles on M. ϕξ and ϕζ are angular values of the angle
variable corresponding to points ξ and ζ on M.
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2.2 On invariance of a polynomial space

In what follows, α and β will denote finite
dimensional integer vectors with nonnegative compo-
nents, and the component number will be marked with
an index below:

α = (α1, . . . , αn+1), β = (β1, . . . , βn+1),

|α| =
n+1∑

i=1

αi, |β| =
n+1∑

i=1

βi.

Let the systemRn+1 be fi ed in the space coordi-
nates. The components of the vector ξ ∈ Rn+1 in the
system will be numbered with a superscript enclosed
in the boxes, ξ = (ξ(1), ξ(2), . . . , ξ(n+1)). For vector
β = (β1, . . . , βn+1) we put

ξβ = (ξ(1))β1(ξ(2))β2 . . . (ξ(n+1))βn+1 ,

assuming that for βi = 0 the relation (ξ(i))βi = 1 is
true.

We denote by πm the linear space of polynomials
of degree not above m. This space is invariant for
affin transformations of the space Rm+1.

Lemma 2. Let f be a linear functional, given
over the space of all polynomials of degree at mostm,
let {ei}n

i=1 and{li}n
i=1 be the two bases in spaceRn.

Let x be a vector in this space,x = x(1)e1 + . . . +
x(n)en. If A is a non-singular linear transformation
of coordinates,y = Ax, y = y(1)l1 + . . . + y(n)ln.,
then the relations

f((x(1))α1 . . . (x(n))αn) = 0

∀α = (α1, . . . , αn), |α| = m, (10)

are equivalent to the relations

f((y(1))β1 . . . (y(n))βn) = 0

∀β = (β1, . . . , βn), |β| = m, y ∈ Rn. (11)

Proof. It is evident that the set Qm(x) of polyno-
mials of degree m is linear space

Qm = {Pm |Pm(x) =
∑

|α|=m

pαxα}.

A linear non-singular transformation of variables
induces such the transformation of the space Qm at
which the degree polynomials do not change. Thus,
the space Qm is invariant under the specifie transfor-
mation. Therefore, the functional f preserves zero on
all space elements Qm. Thus, formulas (10) and (11)
are equivalent. This completes the proof.

2.3 Modificatio of atlas. Functions on the
manifold

Let q be some constant, q ∈ (0, 1). We replace
the initial atlas {ψζ : Eζ 7→ Uζ | ζ ∈ M} with a
new atlas {ψζ : Eζ 7→ U ′

ζ | ζ ∈ M}, where E′
ζ is

an open ball in Rn centered at zero and the radius
at q is smaller than the radius of the ball Eζ , and
U ′

ζ = ψζ(E ′
ζ). Multiplication mapping ψ−1

ζ onto
a smooth cutoff function build the reflectio [ψ−1

ζ ],
which coincides with ψ−1

ζ in U ′
ζ and equal to zero in

Mζ\Uζ . Since the original atlas is no longer used, we
will assign its designation to the new one.

Definitio 1. If the family functions
{Fζ(t)}ζ∈Mexists and has properties

1) Fζ ∈ Cs(Eζ) ∀ζ ∈ M,
2) Fζ(ψ−1

ζ (ξ)) ≡ Fζ ′(ψ−1
ζ ′ (ξ)) ∀ξ ∈ Uζ ∩ Uζ ′

∀ζ, ζ ′ ∈ Z for whichUζ ∩ Uζ ′ 6= ∅,
then they say that on a differentiable manifoldM

functionu(ξ), u ∈ Cs(M), is given. This function
can be defined by the relations

u(ξ) ≡ Fζ(ψ−1
ζ (ξ)) ∀ξ ∈ Uζ ∀ζ ∈ M. (12)

3 Approximation Relations
3.1 The Taylor formula on manifold

Let a function u be given on the manifold M, u ∈
Cm+1(M). By definitio 1, this means that the func-
tions Fζ ∈ Cm+1(Eζ), ζ ∈ M, are given such as the
function u, u = Fζ ◦ψ−1

ζ . We expand the function Fζ

by Taylor’s formula in a neighborhood of the point 0
with the remainder of Rζ(x):

Fζ(x) =
∑

|α|≤m

1
α!

DαFζ(0)xα + Rζ(x), x ∈ Eζ .

(13)
Then

u(ξ) = Fζ(ψ−1
ζ (ξ)) =

=
∑

|α|≤m

1
α!

DαFζ(0)[ψ−1
ζ (ξ)]α+Rζ(ψ−1

ζ (ξ)), x ∈ Eζ .

(14)
So, in the neighborhood Uζ of points ζ the func-

tion u acquires the decomposition
u(ξ) = (Pζu)(ξ) + (Rζu)(ξ), ξ ∈ Uζ , (15)

where

(Pζu)(ξ) =
∑

|α|≤m

1
α!

DαFζ(0)[ψ−1
ζ (ξ)]α,

(Rζu)(ξ) = Rζ(ψ−1
ζ (ξ)) (16)
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3.2 Approximation functional

Let f(η) be an abstract function η ∈ M with values
in the space (C(M))∗. Thus if η is a fi ed point onM
then f(η) is a linear functional over C(M).

Let the support of the functional f(η) (for fi ed
η) lies in the set Uη. Using the representation (15) –
(16) in Uζ , we get

(f(ζ), u) = (f(ζ),Pζu)+ (f(ζ),Rζu), ζ ∈ M.
(17)

We suppose that

(f(ζ),Pζu) ≡ u(ζ) ∀u ∈ Cm+1(M). (18)

A functional f(ζ) with property (18) is called ap-
proximation functional.

3.3 Approximation relations

The function
ũ(ζ) = (f(ζ), u) (19)

is called an approximation of the functionu. By for-
mulas (17) – (19) we have

u(ζ)− ũ(ζ) = (f(ζ),Rζu). (20)

Lemma 3. For relation (18) to be fulfilled in the
classCm+1 it is necessary and sufficient to have

(f(ζ), [ψ−1
ζ (•)]α) = δ0,α, |α| ≤ m. (21)

The sign• denotes a variable relative to which the
functionalf(ζ) acts, andδα,β denotes the Kronecker
symbol.

Proof. If relation (2.6) is right then we have

(f(ζ),Pζu) =
∑

|α|≤m

1
α!

DαFζ(0)(f(ζ), [ψ−1
ζ (•)]α) = Fζ(0).

By (2) and (12) we obtain Fζ(0) = u(ζ). Therefore
relation (18) is true. The reversibility of the reasoning
is obvious. This ends the proof.

Identities (21) are called the approximation rela-
tions.

Remark 1. If M ⊂ Rn+1, and

ψ−1
ζ (ξ) = ξ − ζ + o(‖ξ − ζ‖), (22)

hold then for a small enough diameter of the set
suppf(ζ) ∪ {ζ} relations (21) are close to similar re-
lations for the plane (i.e. in the case when M = Rn):

(f(ζ), (• − ζ)α) = δ0,α, |α| ≤ m. (23)

3.4 Multiplicity of covering

Before turning to a more specifi situation, we intro-
duce some definitions

Let M contain a family of subsets {Mj}j∈J ,
{Mj}j∈J = {Mj |Mj ⊂ M, j ∈ J}. We denote
by M ′

j the largest open set, lying inMj . Consider the
set M̃ = M\(∪j∈JMj\M ′

j).
For points t ∈ M̃ the concept of multiplicity of

a covering by the family {Mj} is introduced in the
following way.

Definitio 2. Let t ∈ M̃. The multiplicity
κ(t)({Mj}) of the covering of the pointt with the fam-
ily {Mj} is the number of setsM ′

j containing pointt.
If the multiplicity of the covering of any pointt from
the sett ∈ M̃ is the same,

k = κ(t)({Mj}) ∀t ∈ M̃,

then the family{Mj} is called thek-fold covering for
M.

Note that a k-fold cover may not be a cover for
M in the usual sense of the word, since the union
∪j∈JMj does not necessarily contain the manifold
M.

3.5 Multiplicity of the family

Definitio 3. Let {ωj}j∈J be a family of functions
defined on the manifoldM. If the set of supports of
these functions forms ak-fold covering forM, then
the numberk is called the multiplicity of the family
{ωj}j∈J for M.

As an example, consider the {ωj} family with fi
nite multiplicity for M. Let

f(ζ) =
∑

j

ωj(ζ)fj , (24)

where fj ∈ (Cm+1)∗. In this case, conditions (21)
takes the view

∑

j

ωj(ζ)(fj , [ψ−1
ζ (•)]α) = δ0,α, |α| ≤ m. (25)

In particular, let {ξj} be the grid on M. Let fj = δξj

be δ -function at ξj). Then relations (24) – (25) can be
rewritten as

∑

j

ωj(ζ)[ψ−1
ζ (ξj)]α = δ0,α, |α| ≤ m. (26)

In the case when M = Rn, we have an analog of
relation (23),

∑

j

ωj(ζ)(ξj − ζ)α = δ0,α, |α| ≤ m. (27)
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Consider another example of approximation rela-
tions. Let M be n-dimensional sphere of radius r.
For orthogonal projection (6) onto the tangent plane,
we obtain approximation relations in the form

∑

j

ωj(ζ)(ξj − (ξj , ζ)ζr−2)α = δ0,α, |α| ≤ m.

(28)
Note that under the condition r → +∞, ξj → ξ∗j ,

we obtain analogue relations (28) go over into rela-
tions obtained from (27) by replacing ξj to ξ∗j .

Of particular interest is the operator

f(ζ)u =
∫

M
K(ζ, ξ)u(ξ)dξ

with kernel K(ζ, ξ) centered around the diagonal,
suppξK(ζ, ξ) ⊂ Uζ (the index ξ means that the sup-
port is define with respect to the variable ξ). Such an
operator is called operator of generalized averaging.
If condition (21) is satisfied
∫

M
K(ζ, ξ)[ψ−1

ζ (ξ)]αdξ = δ0,α, |α| ≤ m, ζ ∈ M,

then the generalized approximation operator is said to
have rank m.

4 On Construction of the Approxi-
mations

4.1 Approaches to constructing an approxi-
mation

Here we consider two approaches to constructing the
approximation of functions, given on the manifold
(see also [1] - [5])). The firs approach is the direct
use of the above approximation relations for the dis-
cussed manifold, the extraction of these coordinate
functions and the constructing approximations by the
elements corresponding to the linear space. The sec-
ond approach is related to using the atlas to connect
a well-designed approximation apparatus on the plane
(finit element approximation, etc.).

Both approaches require no processes cutting the
manifold into a finit number of parts and then gluing
the approximations obtained on each of the mentioned
parts.

The firs approach is characterized by the inde-
pendent construction and direct solution of the ap-
proximation relations (25). In this case the approx-
imation relations (25) are considered as a system of
linear algebraic equations (with respect to unknowns
ωj(ζ)). This approach is called direct approximation
construction.

In the second approach, an approximation on a
manifold is induced by the approximations in tangent
spaces (for example, Courant or the Zlamal or the Ar-
gyris fla approximations, etc.) In complex cases (for
m ≥ 2 or for increased requirements for smoothness)
the second approach is more convenient.

4.2 Direct approximation construction

In the firs approach, the problem is to fin a solution
to the system (25). The number of scalar equations
of this system is Mm = (M+N)!

m!N ! . Striving for the
simplest option (namely, to the consideration of the
system of linear algebraic equations with a nonsingu-
lar square matrix), we require that 1) the multiplicity
covering of the system {ωj} is equal toMm, 2) the de-
terminant the resulting system was nonzero. The firs
of these conditions is determined by the given struc-
ture of the supports of the sought functions ωj(ζ), and
the second condition is ensured by the smallness of
these supports.

If the supports are small, then relation (22) begins
to play the a certain role. In this case, system (25) is
close to system (27). The last one can be rewritten as

∑

j∈J(ζ)

ωj(ζ)ξα
j = ζα, |α| ≤ m,

where J(ζ) = {j | ζ ∈ suppωj}, and the number
of elements |J(ζ)| of the set J(ζ) equals the number
of Mm equations of the system under consideration.
In a one-dimensional case, this is a uniquely solvable
system with the Vandermonde matrix.

4.3 Direct approximation of the Courant
type

As an illustration, we construct an analogue of the
Courant approximation in the case when the manifold
M is n-dimensional sphere. Let T be a simplicial sub-
division of the sphere define by equation (3) in the
space Rn+1. Let T s denote the s-dimensional skele-
ton of the subdivision T .

In particular, the set {ξj}j∈J of all its vertices
is its zero-dimensional skeleton T 0, T 0 = {ξj}j∈J ;
here J is the set of indices of all vertices of the com-
plex T . For definitenes (without loss of general-
ity), we will assume that the one-dimensional skele-
ton T 1 consists of segments of the shortest paths on
the considered area. Without going into the standard
description structure of a simplicial complex, we note
only that elements of the n-dimensional skeleton are
considered open n-dimensional simplices (i.e., the set
of interior points of a closed ordinary n-dimensional
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simplex). These simplices are denoted by the letter T ,
and by T the closure of the simplex T .

The body Zj of the barycentric star for the ver-
tex ξj is the union of all closed simplices containing
vertex ξj ,

Zj =
⋃

ξj∈T ∀T∈T n

T .

The subdivision T is considered so small that
each of its n-dimensional simplex is uniquely mapped
(by orthogonal projection) to at least on one n-
dimensional coordinate plane in Rn+1. In addition,
we assume that the number of n-dimensional sim-
plices T is greater than n + 1.

Consider the system of equations (28) for m =
1. The number of equations in this system is equal
to n + 1, and there are infinitel many solutions of
the system. Let us select from them the solution that
satisfie the condition

(A) ωj(ζ) ≡ 0 for ζ ∈ T ∧ ξj /∈ T ∀j ∈ J.
(29)

Theorem 1. If m = 1 and the condition(A) is
fulfilled then the solution of equations (28) has a form

ωj(ζ) = ∆(T )
j /∆(T )

∗ , j = 1, 2, . . . , n, ζ ∈ T,
(30)

where∆(T )
j and ∆(T )

∗ are determinants. The first of

them is obtained from the determinant∆(T ),

∆(T ) = det




ξ
(1)
1 . . . ξ

(1)
n+1

. . . . . . . . .
ξ
(n+1)
1 . . . ξ

(n+1)
n+1


 , (31)

by replacing j-th column with the column
(ζ(1), . . . , ζ(n+1))T . The determinant in the de-
nominator of relation (30) has the form

∆(T )
∗ =

det
(

ξ
(1)
1 − ξ

(1)
n+1 . . . ξ

(1)
n − ξ

(1)
n+1 ζ(1)

. . . . . . . . .

ξ
(n+1)
1 − ξ

(n+1)
n+1 . . . ξ

(n+1)
n − ξ

(n+1)
n+1 ζ(n+1)

)
. (32)

Proof. Condition (A) means that the function
ωj(ζ) is equal to zero outside of the barycentric star
for the vertices ξj . Therefore fixin the point ζ in
some simplex T , and using (28), we obtain a system
of linear algebraic equations with a square matrix of
n + 1-th order. Let the vertices of the simplex T be
points ξ1, ξ2, . . . , ξn, ξn+1. By hypothesis, this sim-
plex is uniquely projected onto at least one of the n -
dimensional coordinate planes of the spaceRn+1. Let
such a plane be the plane ξn+1 = 0. Then the matrix
of the system can be written as



1 . . . 1
ξ
(1)
1 − ζ(1)r−2(ξ1, ζ) . . . ξ

(1)
n+1 − ζ(1)r−2(ξn+1, ζ)

. . . . . . . . .
ξ
(n)
1 − ζ(n)r−2(ξ1, ζ) . . . ξ

(n)
n+1 − ζ(n)r−2(ξn+1, ζ)




Simple transformations of the determinant of this ma-
trix lead to the determinant ∆(T )

∗ .
We give a proof in the case n = 2. For n > 2 the

proof is similar.
In the case n = 2, the matrix of the system (28)

has the form
(

1 1 1

ξ
(1)
1 − ζ(1)r−2(ξ1, ζ) ξ

(1)
2 − ζ(1)r−2(ξ2, ζ) ξ

(1)
3 − ζ(1)r−2(ξ3, ζ)

ξ
(2)
1 − ζ(2)r−2(ξ1, ζ) ξ

(2)
2 − ζ(2)r−2(ξ2, ζ) ξ

(2)
3 − ζ(2)r−2(ξ3, ζ)

)
.

To fin ω3(ζ) using Cramer’s formula, replace the
last column in the determinant of the system under
consideration to the column on the right-hand side of
the system, namely, to column (1, 0, 0)T . As a result,
we get

∆3 =

= det

(
1 1 1

ξ
(1)
1 − ζ(1)r−2(ξ1, ζ) ξ

(1)
2 − ζ(1)r−2(ξ2, ζ) 0

ξ
(2)
1 − ζ(2)r−2(ξ1, ζ) ξ

(2)
2 − ζ(2)r−2(ξ2, ζ) 0

)
.

Thus
∆3 =

= det
(

ξ
(1)
1 − ζ(1)r−2(ξ1, ζ) ξ

(1)
2 − ζ(1)r−2(ξ2, ζ)

ξ
(2)
1 − ζ(2)r−2(ξ1, ζ) ξ

(2)
2 − ζ(2)r−2(ξ2, ζ)

)
.

Obviously, ∆3 can be represented as

∆3 =

= det




(ξ1, ζ) (ξ2, ζ) 1

ξ
(1)
1 − ζ(1)r−2(ξ1, ζ) ξ

(1)
2 − ζ(1)r−2(ξ2, ζ) 0

ξ
(2)
1 − ζ(2)r−2(ξ1, ζ) ξ

(2)
2 − ζ(2)r−2(ξ2, ζ) 0


 .

Multiplying the firs line by r−2ζ(1) and adding
result to second line and then multiplying the firs line
by r−2ζ(2) and adding result to the third line, we get

∆3 = det




(ξ1, ζ) (ξ2, ζ) 1
ξ
(1)
1 ξ

(1)
2 r−2ζ(1)

ξ
(2)
1 ξ

(2)
2 r−2ζ(2)


 .

After obvious transformations, we fin

∆3 = (ζ(1)ζ(2))−1r−2×

×det




(ξ1, ζ) (ξ2, ζ) r2

ξ
(1)
1 ζ(1) ξ

(1)
2 ζ(1) [ζ(1)]2

ξ
(2)
1 ζ(2) ξ

(2)
2 ζ(2) [ζ(2)]2


 .

Let’s take into account that the firs line contains
scalar products. Subtracting the second and third lines
from the firs line, and the relation r2 − [ζ(1)]2 −
[ζ(2)]2 = [ζ(3)]2. As a result we get

∆3 = (ζ(1)ζ(2))−1r−2×

×det




ξ
(3)
1 ζ(3) ξ

(3)
2 ζ(3) [ζ(3)]2

ξ
(1)
1 ζ(1) ξ

(1)
2 ζ(1) [ζ(1)]2

ξ
(2)
1 ζ(2) ξ

(2)
2 ζ(2) [ζ(2)]2


 =
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= ζ(3)r−2 det




ξ
(3)
1 ξ

(3)
2 ζ(3)

ξ
(1)
1 ξ

(1)
2 ζ(1)

ξ
(2)
1 ξ

(2)
2 ζ(2)


 .

Thus ∆3(ζ) = ζ(3)r−2∆0
3(ζ), where

∆0
3(ζ) = det




ξ
(1)
1 ξ

(1)
2 ζ(1)

ξ
(2)
1 ξ

(2)
2 ζ(2)

ξ
(3)
1 ξ

(3)
2 ζ(3)


 .

Analogously we get ∆j(ζ) = ζ(3)r−2∆0
j (ζ),

j = 1, 2, where

∆0
1(ζ) = det




ζ(1) ξ
(1)
2 ξ

(1)
3

ζ(2) ξ
(2)
2 ξ

(2)
3

ζ(3) ξ
(3)
2 ξ

(3)
3


 ,

∆0
2(ζ) = det




ξ
(1)
1 ζ(1) ξ

(1)
3

ξ
(2)
1 ζ(2) ξ

(2)
3

ξ
(3)
1 ζ(3) ξ

(3)
3


 .

To calculate the determinant ∆(ζ) of the matrix
of the system, we use one from the approximation re-
lations, namely

ω1(ζ) + ω2(ζ) + ω3(ζ) = 1.

Relations ωj(ζ) = ∆j(ζ)/∆(ζ), j = 1, 2, 3, are sub-
stituted in the previous identity. As a result we get
∆(ζ) = ζ(3)r−2∆0(ζ), where ∆0(ζ) =

∑3
j=1 ω0

j (ζ).
Hence, in particular, the relations follow

ωj(ζ) = ∆0
j (ζ)/∆0(ζ), j = 1, 2, 3.

Note also that determinant (32) for n = 3 coin-
cides with determinant∆0(ζ). Indeed, in this we have
a chain of obvious equalities

∆(T )
∗ (ζ) = det(ξ1 − ξ3, ξ2 − ξ3, ζ) =

= det(ξ1, ξ2 − ξ3, ζ)− det(ξ3, ξ2, ζ) =

det(ξ1, ξ2, ζ)− det(ξ1, ξ3, ζ)− det(ξ3, ξ2, ζ) =

= ∆0
3(ζ) + ∆0

2(ζ) + ∆0
1(ζ) = ∆0(ζ).

Note that ∆(T )
∗ 6= 0 for ζ ∈ T . Indeed, in view of

the assumption that the simplex T is nondegenerate,
the vector ζ can be uniquely represented in the form
ζ =

∑n+1
i=1 biξi, where bi ≥ 0. Therefore, assuming a

linear dependence of the vectors ξ1 − ξn+1, . . . , ξn −
ξn+1, ζ, we come to the conclusion that ζ can be writ-
ten in the form ζ =

∑n
i=1 ai(ξi − ξn+1). By the men-

tioned uniqueness for ζ we have the equalities ai = bi,
i = 1, . . . , n, bn+1 = −∑n

i=1 ai = −∑n
i=1 bi. They

are possible only in the case when bk = 0, k =

1, . . . , n + 1. But the last relation is impossible, since
ζ lies on the sphere M, and therefore ‖ζ‖ = r 6= 0.
So it has been proved that infζ∈T |∆(T )

∗ | > 0.
Applying Cramer’s rule for solving system (28)

and using elementary properties of determinants, we
obtain formulas (30) – (32). This completes the proof.

It is easy to see that

0 < c ′ρn
i r ≤ |∆(T )

∗ (ζ)| ≤ c ′′ρn
e r, ζ ∈ T, (33)

where ρi and ρe are the radii of the inscribed and cir-
cumscribed spheres for an n -dimensional rectilinear
simplex composed of vectors ξ1 − ξn+1, ξ2 − ξn+1,
. . ., ξn − ξn+1, and c ′, c ′′ are positive constants.

It is easy to see that expression (30) define the
function ωj(ζ) in those T simplices whose closures
have point ξj as its vertex. According to the condition
(A) in the remaining simplices of the subdivision T
this function is zero, so

suppωj ⊂
⋃

ξj∈T , ∀T∈T n

T . (34)

Thus, the support of the function ωj is contained
in the body barycentric star of vertex ξj .

It is easy to check that the function ωj is continu-
ous on manifold M. Set {ωj}ξj∈M0 is the interpola-
tion basis, since

ωj(ξi) = δij . (35)

4.4 Some remarks in the case n = 1

If n = 1, then M is a circumference of radius r with
center in origin O of coordinate system. We sup-
pose that vectors ξ1, ξ2, ζ ∈ R2 have the origin in
the point O and their endpoints A,B,C belong to a
semi-circumference fromM respectively. In this case
the expression |∆(T )

∗ (ζ)| can be written in the form
| det(ξ1 − ξ2, ζ)|. The last one is the area S of the
parallelogram constructed on the vector ξ1 − ξ2 ? ζ.

In the case under consideration, the (curvilinear)
”simplex” T is the arc ^ AB of the circumference.
The mentioned ”rectilinear simplex” is a chord ξ1 −
ξ2 = AB.

Let AB⊥ be a straight line passing through the
centerO of the discussed circumference, and letAB⊥
be perpendicular to the chord AB. Let θ be the an-
gle between AB⊥ and vector ζ = OC. It is easy to
see that the area mentioned above can be calculated
by formula S = ‖AB‖r cos θ, |θ| < α/2, where
α is an angle between vectors ξ1 and ξ2. Thus, we
have |∆(T )

∗ (ζ)| = ‖AB‖r cos θ. It is clear that the
inscribed and circumscribed ” circumferences” for
”rectilinear simplex ” AB are the segment AB itself,
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and therefore ρi = ρe = 1/2‖AB‖. So, in the case
under consideration, inequality (33) turns into an in-
equality of the form

c r cos(α/2) ≤ |∆(T )
∗ (ζ)| ≤ c r,

where c = ‖AB‖.
The simplest example of approximation on a one-

dimensional sphere (circumference) is a piecewise lin-
ear interpolation in an angle. This is equivalent to con-
sidering a piecewise linear interpolation on a periodic
grid in R1. However, on a sphere with dimensions
greater than one, a similar grid is not convenient due
to the features of the angular coordinates. This disad-
vantage does not have interpolation

ũ(ζ) =
∑

j∈I

u(ξj)ωj(ζ),

where the functions ωj(ζ) are given by formulas (30),
(34).

Consider these functions in the one-dimensional
case.

We introduce the Cartesian coordinates (x, y) in
R2. Let the manifold M be the circumference x2 +
y2 = r2. Let the points ξi = (xi, yi) be points on this
circumference, ξi ∈ M, i = 0, 1, . . . , K,K + 1. We
will assume that ξK+1 = ξ0. If the point ζ = (x, y)
lies on circumference M between points ξj and ξj+1,
then from (34) we fin

ωj(ζ) = (yxj+1 − xyj+1)/((xj+1 − xj)y−
−(yj+1 − yj)x), ωj+1(ζ) =

= (xyj−yxj)/((xj+1−xj)y− (yj+1−yj)x). (36)
In polar coordinates x = r cosϕ, y = r sinϕ, put

ω̃j(ϕ) = ωj(r cosϕ, r sinϕ). Then

ω̃j(ϕ) =





sin(ϕj−1−ϕ)

2 sin
ϕj−1−ϕj

2
cos(ϕ−ϕj−1+ϕj

2
)

for ϕ ∈ (ϕj−1, ϕj),
sin(ϕ−ϕj+1)

2 sin
ϕj−ϕj+1

2
cos(ϕ−ϕj+ϕj+1

2
)

for ϕ ∈ (ϕj , ϕj+1),
0 for ϕ /∈ (ϕj−1, ϕj+1).

(37)

4.5 Using approximations in tangent spaces

The idea behind the second approach is to use fla ap-
proximations constructed in tangent spaces.

So, we will assume that we know a certain family
of fla approximations. More precisely, suppose that
for each ζ ∈ M a family of linear functionals fζ(ξ ′)
is given, ξ ′ ∈ Eζ , fζ(ξ ′) ∈ (Cm+1(Eζ))∗ such that

(fζ(ξ ′), ϕα(• − ξ ′)) = δ0,α, (38)

where |α| ≤ m, ξ ′ ∈ Eζ , ζ ∈ M, ϕα(x) = xα,
x ∈ Rn.

Taking into account relation (12) we discuss
the representation of the function u(ξ), u(ξ) ≡
Fζ(ψ−1

ζ (ξ)). Let us defin a family of functionals
f(ζ) with formula

(f(ζ), u(•)) = (fζ(0), Fζ(•))

∀ζ ∈ M ∀u ∈ Cm+1. (39)

The homogeneity and additivity of the functional
f(ζ) are obvious. Assuming the uniform (with respect
to ζ ∈ M) boundedness of the norms of the function-
als fζ , we easily obtain the finit norm of the func-
tional f(ζ) (uniform with respect to ζ ∈ M). So in
this case f(ζ) ∈ (C(M))∗.

Theorem 2. The formulas

(f(ζ), [ψ−1
ζ (•)]α) = (fζ(0), ϕα(•))

∀|α| ≤ m, (40)

(fζ(0), Rζ(•)) = (f(ζ), Rζ(ψ−1
ζ (•))) (41)

are valid.
Proof. Really we apply the functional fζ(0) to

both sides of relation (13), and also apply the func-
tional f(ζ) to the both sides of correlation (14). In
accordance with relation (40), the left-hand sides of
the obtained ratios are equal. Let’s equate the right
sides:

∑

|α|≤m

1
α!

DαFζ(0)(fζ(0), ϕα(•)) + (fζ(0), Rζ(•)) =

=
∑

|α|≤m

1
α!

DαFζ(0)(f(ζ), [ψ−1
ζ (•)]α)+

+(f(ζ), Rζ(ψ−1
ζ (•))). (42)

Note the expressions (fζ , Rζ(x)), Rζ(ψ−1
ζ (ξ)) do not

depend on the numbers DαFζ(0). Because these
numbers can take arbitrary values, we come to equal-
ities (40). Taking into account this result and using
identity (42) once more, we obtain formula (41) . This
completes the proof.

Corollary 1. By (3.9) and (40) it follows that
functional f(ζ), defined with formula (39), satisfies
condition (21).

As an example, consider the manifold M with a
sufficientl dense grid on it, ξj ∈ M, j = 1, . . . , N .
We denote by J(ζ) the set {j | ξj ∈ Uζ} and defin
a grid of knots ξ ′j(ζ) = ψ−1

ζ (ξj), j ∈ J(ζ). Let
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ωζ,j(ξ ′) be the system of coordinate functions such
that for an abstract function

fζ(ξ ′) =
∑

j∈J(ζ)

ωζ,j(ξ ′)δξ ′j
(43)

in some neighborhood Vζ of zero, Vζ ⊂ Eζ , identity
(39) is true. In other words, let

∑

j∈J(ζ)

ωζ,j(ξ ′)(ξ ′j(ζ)− ξ ′)α ≡ δ0,α

∀ξ ′ ∈ Vζ ∀ζ ∈ M, |α| ≤ m. (44)

Definin f(ζ) with formula (39) – (43), we have

(f(ζ), u) =
∑

j∈J(ζ)

ωζ,j(0)u(ξj). (45)

Taking into account equalities (44) we have
∑

j∈J(ζ)

ωζ,j(0)[ψ−1
ζ (ξj)]α ≡ δ0,α

∀ζ ∈ M, |α| ≤ m. (46)

It is seen from identity (46) that if we put

ωj(ζ) ≡ ωζ,j(0) for j ∈ J(ζ),

ωj(ζ) ≡ 0 for j /∈ J(ζ), (47)

then relation (26) holds.

4.6 Central projection to tangent spaces for
sphere

Let us expand formulas (47) for the case whenM is a
sphere. We construct an analogue ω0

j (ζ) of the func-
tion ωj(ζ) approximation on the sphere (3) using the
central projection on a tangent plane. For the point
ξ ∈ M we fin τ ∈ R1 so that τξ ∈ Eξ, namely put
τ = r2/(ξ, ξ). So, given the choice of start coordi-
nates in Eζ we have

ψ−1
ζ : ξ 7→ ξ ′, ξ ′ = r2ξ/(ξ, ζ)− ζ, (48)

ψζ : ξ ′ 7→ ξ, ξ = (ξ ′ + ζ)r/‖ξ ′ + ζ‖.
We put Uζ = {ξ | (ξ, ζ) ≥ εr2, ξ ∈ M}, where ε is a
fi ed number from the interval (0, 1).

We assume that the simplicial subdivision of T is
so fin that the closure of the barycentric star for any
of the vertices of the simplex T , containing point ζ,
lies in Uζ . The image of the neighborhood Uζ under
the mapping ψ−1

ζ is obviously some ball Eζ centered
at the origin of the plane Lζ .

The advantages of this approach are that one can
use the approximation estimates obtained for plane
(with the approximations of Courant, Zlamal, Ar-
gyris). Using Theorem 2, we obtain the same esti-
mates for these approximations for functions define
on the manifold.

Let us illustrate this approach using R. Courant’s
approximations (with respect analogues of the Zlamal
and Argyris approximations on manifold see [1], pp.
52-58, for details).

Theorem 3. In the case of central projection (48)
basic functions (47) transform to the functionsω0

j (ζ),

ω0
j (ζ) =





r−2(ξj , ζ)∆T
j (ζ)/∆T

for ζ, ξj ∈ T ⊂ |Zj |,
0 for ζ /∈ |Zj |.

(49)

Here∆T
j (ζ) and∆T are determinants introduced by

formula (31).
Proof. Let the set Φζ = {T |T ∈ T , T ⊂ Uζ}

consider with the same incident relations that are in
complex T . The resulting complexΦζ is called a frag-
ment of the complex T in Uζ .

The image Φ ′
ζ of the fragment Φζ under the dis-

cussed map is obviously a complex consisting of rec-
tilinear simplices. Put ξ ′j = ξ ′j(ζ) = ψ−1

j ξj for
ξj ∈ Φζ so that

ξ ′j(ζ) = r2ξj/(ξj , ζ)− ζ. (50)

By assumption in the fragment Φ ′
ζ , a vertex ξ ′j

exits such that the closure of the body of the barycen-
tric star Z ′

j(ζ) contains zero plane Lζ .
Let us build the Courant function ωζ,j(ξ ′) corre-

sponding to the vertex ξ ′j(ζ). Without loss of general-
ity, we will assume that ξ ′ ∈ T ′ = T ′(ζ), T ′ ∈ Z ′

j ,
and the vertices of the simplex T ′ are renumbered
1, . . . , n + 1, and j ∈ {1, . . . , n + 1}. As known,

ωζ,j(ξ ′) = λj(ξ ′), (51)

where λk(ξ ′) = λk,ζ(ξ ′), k = 1, . . . , n + 1, are de-
noted barycentric coordinates of the point ξ ′ in the
simplex T ′(ζ).

By definition the vector λ(ξ ′) =
(λ1(ξ ′), . . . , λn+1(ξ ′)) satisfie the equation
Aλ(ξ ′) = e(ξ ′). Here A is a square matrix (n+1)-th
order, the firs row of which consists of ones, and the
i-th line ξ

(i)
1 , . . . , ξ

(i)
n+1 from i-th components vertices

of the simplex T ′(ζ). In addition, e(ξ ′) is column
vector (1, ξ ′(1), . . . , ξ ′(n)), where ξ ′(i) is the i-th
component of the vector ξ ′ in coordinate system of
the plane Lζ .

Therefore

λi(ξ ′) = ∆T ′,i(ξ ′)/∆T ′ , (52)
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and ∆T ′,i(ξ ′) is obtained from the determinant
∆T ′ = det A by replacing the i-th column with a col-
umn e(ξ ′). So,

ωζ,j(ξ ′) =





∆T ′(ζ),j(ξ ′)/∆T ′(ζ)

for ξ ′ ∈ T ′(ζ) ⊂ |Z ′
j |,

0 for ξ ′ /∈ |Z ′
j |.

(53)

From formula (51) – (53) it follows that the func-
tion ωζ,j does not depend on the choice of the coordi-
nate system in space Rn+1.

Using relation (47), we now fin

ω0
j (ζ) =





∆T ′(ζ),j(0)/∆T ′(ζ)

for ζ, ξj ∈ T ,
0 otherwise .

Taking into account the invariance of relations
(50) for the transformations of coordinates, we discuss
the unit vectors e1, . . . , en in Rn so that they are par-
allel to the vectors e ′1, . . . , e ′n of the coordinate sys-
tem selected in Lζ . Besides, we suppose that the unit
vector en+1 is directed along the vector ζ. Projecting
(50) on the axis e1, . . . , en, we fin

ξ
′(k)
j = r2ξ

(k)
j /(ξj , ζ), k = 1, . . . , n. (54)

Substituting (54) into ∆T ′ , we have

∆T ′ = ζ(n+1)r2n
n+1∏

j=1

(ξj , ζ)−1×

×det




ξ
(n+1)
1 . . . ξ

(n+1)
n+1

ξ
(1)
1 . . . ξ

(1)
n+1

. . . . . . . . .
ξ
(n)
1 . . . ξ

(n)
n+1


 .

Similar conversions ∆T ′, j(0) give

∆T ′, j(0) = ζ(n+1)r2n−2
n+1∏

j ′=1
j ′ 6=j

(ξj ′ , ζ)−1×

×det




ξ
(n+1)
1 . . . ζ(n+1) . . . ξ

(n+1)
n+1

ξ
(1)
1 . . . ζ(1) . . . ξ

(1)
n+1

. . . . . . . . .
ξ
(n)
1 . . . ζ(n) . . . ξ

(n)
n+1


 .

Thus we obtain relation (49) which is invariant
form of ω0

j (ζ). This concludes the proof.
Corollary 2. The functionsω0

j (ζ) are continu-
ous and give an interpolation basis on theT 0 grid,
ω0

j (ξi) = δi,j . Note that these functions satisfy condi-
tion (29). The solution of system (26) with mappings
(48) under the condition(A) is unique.

Corollary 3. In the casen = 1 (in the case,
whenM is a circumference) we find

ω0
j (x, y) =

(xjx + yjy)(xyj+1 − yxj+1)
r2(xjyj+1 − yjxj+1)

, (55)

ω0
j+1(x, y) =

(xj+1x + yj+1y)(yxj − xyj)
r2(xjyj+1 − yjxj+1)

.

Here the point(x, y) lies on the circumferenceM be-
tween knots(xj , yj) and(xj+1, yj+1), namely, on an
arc connecting them, on which there are no other grid
knots.

Corollary 4. The function

ω̃0
j (ϕ) = ω0

j (r cosϕ, r sinϕ)

represents an interpolating basis of trigonometric
splines,

ω̃0
j (ϕ) =





cos(ϕj−ϕ) sin(ϕ−ϕj−1)
sin(ϕj−ϕj−1)

for ϕ ∈ (ϕj−1, ϕj ],
cos(ϕj−ϕ) sin(ϕj+1−ϕ)

sin(ϕj+1−ϕj)

for ϕ ∈ (ϕj , ϕj+1],
0 for ϕ /∈ (ϕj−1, ϕj+1].

(56)

It is clear to see that functions (55) – (56) differ
from functions (36) – (37), but all of them have inter-
polation properties (35) .

5 Conclusion
This work is devoted to effective evaluations of the
speed of convergence for multidimensional approxi-
mations of the functions define on the differential
manifold.

We consider two approaches to constructing the
approximation of functions, given on the manifold.
The firs approach gives opportunity to use the appro-
ximation relations for the differentiated manifold. The
second approach is related to the use of well-designed
approximation apparatus on the plane (finit element
approximation, etc.). Both approaches require no pro-
cesses cutting the manifold into a finit number of
parts and then gluing the approximations obtained on
each of the mentioned parts.

The firs approach is characterized by the inde-
pendent construction and direct solution of the ap-
proximation relations. In this case the approximation
relations are considered as a system of linear algebraic
equations (with respect to unknowns ωj(ζ)). This ap-
proach is called direct approximation construction.

In the second approach, an approximation on a
manifold is induced by the approximations in tangent
spaces (for example, the Courant or the Zlamal or the
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Argyris fla approximations, etc.) In complex cases
(In the multidimensional case or for increased require-
ments of smoothness) the second approach is more
convenient.

It is assumed that the further development of the
obtained results will consist of obtaining of sufficien
conditions for the embedding of approximating spaces
for functions define on a manifold. The embedding is
necessary for a lot of methods that refin the approx-
imate solution, as well as for the wavelet expansions
of incoming information.
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