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Abstract: - This work is one of a series of papers that is devoted to the further investigation of polynomial splines 
and trigonometric splines of the third order approximation. Polynomial basis splines are better known and 
therefore more commonly used.  However, the use of trigonometric basis splines often provides a smaller 
approximation error. In some cases, the use of the trigonometric approximations is preferable to the polynomial 
approximations. Here we continue to compare these two types of approximation. The Lebesgue functions and 
constants are discussed for the polynomial splines and the trigonometric splines. The examples of the 
applications of the splines to image enlargement are given. 
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1 Introduction 
This paper continues the series of papers on 
approximation by local polynomial and non-
polynomial splines (see [1-3]). This paper focuses 
on polynomial and trigonometric splines of the third 
order approximation. To construct the local 
approximation, we need the values of the function at 
the grid nodes and the basis splines. It should be 
noted that Yu.K.Demyanovich devotes a lot of 
attention to the study of quadratic polynomial 
splines of the Lagrangian type  (see [4]). 
     In some cases, we may need to apply different 
types of the local approximation, for example, with 
the polynomial or trigonometric splines, in different 
parts of the interval ሾܽ, ܾሿ. In order to find out how 
to choose nodes when approximating with the right 
splines on one grid interval and approximating with 
the left splines on the adjacent grid interval, we will 
consider Lebesgue constants. 

As is known, the stability of the interpolation 
problem depends on the Lebesgue constant. 
Lebesgue constant depends only on the grid nodes.  
Many publications have been devoted to it [5-13]. In 
paper [15] the results for the Lebesgue constants and 
the behavior of the Lebesgue functions in view of 
the optimal interpolation points are given. 

Nowadays, splines are quite often used for image 
processing. Image interpolation plays an important 

role in converting a low resolution image into a high 
resolution image. Paper [14] provides a 
comprehensive study of perdurable image 
interpolation techniques, such as nearest neighbor, 
bilinear, Bi-Cubic, cubic spline, and iterative linear 
interpolation. The usage of a Lagrange polynomial 
and a piecewise polynomial gives a better fitting 
curve for the interpolated pixel value algorithms.  

In study [15] the image enlargement process is 
performed by using the Bi-Cubic spline 
interpolation method, and the result of image try to 
compare between the original one and picture after 
enlargement. 

In some cases, the use of the trigonometric 
approximations is preferable to the polynomial 
approximations. Here we continue to compare these 
two types of approximation. To approximate 
functions on a finite grid of nodes, we will use the 
left and right splines. 

 

2 The left and right splines 
Suppose ܽ,			ܾ are real numbers. For the 

approximation function ݂ሺݔሻ on a finite grid of 
nodes on interval ሾܽ, ܾሿ it is desirable to use the 
values of the function only on this interval. In order 
for this condition to be fulfilled, we use the 
approximation with the left or the right splines. The 
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right splines will be applied near the left end of the 
finite interval ሾܽ, ܾሿ. The left splines will be applied 
near the right end of the finite interval ሾܽ, ܾሿ. Let the 
set of nodes ݔ௝ be such that ܽ ൏. . . ൏ ௝ିଵݔ ൏ ௝ݔ ൏
௝ାଵݔ ൏. . . ൏ ܾ. We construct an approximation of 

function ݂ሺݔሻ, ݂ ∈ ,ଷሺሾܽܥ ܾሿሻ with local polynomial 
or trigonometric splines, in which the support of the 
bases spline consists of three adjacent intervals. 
Suppose that ݌݌ݑݏ	 ௝ܹ

ோ ൌ ௝ݒ	݌݌ݑݏ
ோ ൌ  	௝ାଵ൧ݔ			,	௝ିଶݔൣ

for the right basis spline and 	݌݌ݑݏ	ݓ௝
௅ ൌ

	݌݌ݑݏ ௝߱
௅ ൌ  .for the left basis spline	௝ାଶ൧ݔ			,	௝ିଵݔൣ

Thus, when approximating a function on a finite 
interval near the right and left boundaries of the 
interval ሾܽ, ܾሿ we will use the approximation 
,ሻݔ௅ሺܨ ,ሻݔ௅ሺܩ ݔ ∈ ,	௝ݔൣ  ௝ାଵ൧, with the left orݔ

,ሻݔோሺܨ ,ሻݔோሺܩ ݔ ∈ ,	௝ݔൣ  ௝ାଵ൧, with the rightݔ
continuous splines: 

ሻݔ௅ሺܨ ൌ ݂൫ݔ௝ିଵ൯ݓ௝ିଵ
௅ ሺݔሻ ൅ ݂൫ݔ௝൯ݓ௝

௅ሺݔሻ

൅ ݂൫ݔ௝ାଵ൯ݓ௝ାଵ
௅ ሺݔሻ, 

ሻݔோሺܨ ൌ ݂൫ݔ௝൯ ௝ܹ
ோሺݔሻ ൅ ݂൫ݔ௝ାଵ൯ ௝ܹାଵ

ோ ሺݔሻ

൅ ݂൫ݔ௝ାଶ൯ ௝ܹାଶ
ோ ሺݔሻ, 

ሻݔ௅ሺܩ ൌ ݂൫ݔ௝ିଵ൯ ௝߱ିଵ
௅ ሺݔሻ ൅ ݂൫ݔ௝൯ ௝߱

௅ሺݔሻ

൅ ݂൫ݔ௝ାଵ൯ ௝߱ାଵ
௅ ሺݔሻ, 

ሻݔோሺܩ ൌ ݂൫ݔ௝൯ݒ௝
ோሺݔሻ ൅ ݂൫ݔ௝ାଵ൯ݒ௝ାଵ

ோ ሺݔሻ

൅ ݂൫ݔ௝ାଶ൯ݒ௝ାଶ
ோ ሺݔሻ. 

The set of interpolation local left and right 
splines are called boundary minimal splines. 

Formulas for the left polynomial and 
trigonometric splines are given in paper [1]. It is 
shown that the left trigonometric basis splines can 
be written as follows: 

௝ݓ
௅ሺݔሻ ൌ

sinሺ
ݔ
2		 െ

	௝ିଵݔ
2 ሻsin	ሺ

ݔ
2 െ

	௝ାଵݔ
2 ሻ

sinሺ
௝ݔ
2 െ

௝ିଵݔ
2 ሻ sinሺ

௝ݔ
2 െ

௝ାଵݔ
2 ሻ

, 

௝ାଵݓ
௅ ሺݔሻ ൌ

sinሺ
ݔ
2		 െ

	௝ݔ
2 ሻsin	ሺ

ݔ
2 െ

	௝ିଵݔ
2 ሻ

sinሺ
௝ାଵݔ
2 െ

௝ݔ
2 ሻ sinሺ

௝ାଵݔ
2 െ

௝ିଵݔ
2 ሻ

, 

௝ିଵݓ
௅ ሺݔሻ ൌ

sinሺ
ݔ
2		 െ

	௝ݔ
2 ሻsin	ሺ

ݔ
2 െ

	௝ାଵݔ
2 ሻ

sinሺ
௝ିଵݔ
2 െ

௝ାଵݔ
2 ሻ sinሺ

௝ିଵݔ
2 െ

௝ݔ
2 ሻ
. 

The left polynomial basis splines can be written as 
follows: 

௝߱
௅ሺݔሻ ൌ

ሺݔ െ ݔ௝ିଵሻሺݔ െ ௝ାଵሻݔ
ሺݔ௝ െ ௝ݔ௝ିଵሻሺݔ െ ௝ାଵሻݔ

, 

௝߱ାଵ
௅ ሺݔሻ ൌ

ሺݔ െ ݔ௝ሻሺݔ െ ௝ିଵሻݔ
ሺݔ௝ାଵ െ ௝ାଵݔ௝ሻሺݔ െ ௝ିଵሻݔ

, 

௝߱ିଵ
௅ ሺݔሻ ൌ

ሺݔ െ ݔ௝ሻሺݔ െ ௝ାଵሻݔ
ሺݔ௝ିଵ െ ௝ିଵݔ௝ାଵሻሺݔ െ ௝ሻݔ

. 

Using the notation ݔ ൌ 	௝ݔ	 ൅ ,݄ݐ 		௝ାଵݔ ൌ 	௝ݔ ൅ ݄,
		௝ିଵݔ ൌ 	௝ݔ െ ݄ we get 

௝߱
௅൫ݔ௝	 ൅ ൯݄ݐ ൌ െሺݐ െ 1ሻሺݐ ൅ 1ሻ, 

௝߱ାଵ
௅ ൫ݔ௝	 ൅ ൯݄ݐ ൌ

ݐሺݐ ൅ 1ሻ

2
, 

௝߱ିଵ
௅ ൫ݔ௝	 ൅ ൯݄ݐ ൌ

ݐሺݐ െ 1ሻ

2
. 

In paper [1] it is shown that the right trigonometric 
basis splines can be written as follows: 
  

௝ܹ
ோሺݔሻ ൌ

sinሺ
ݔ
2		 െ

	௝ାଶݔ
2 ሻsin	ሺ

ݔ
2 െ

	௝ାଵݔ
2 ሻ

sinሺ
௝ݔ
2 െ

௝ାଶݔ
2 ሻ sinሺ

௝ݔ
2 െ

௝ାଵݔ
2 ሻ

, 

௝ܹାଵ
ோ ሺݔሻ ൌ

sinሺ
ݔ
2		 െ

	௝ݔ
2 ሻsin	ሺ

ݔ
2 െ

	௝ାଶݔ
2 ሻ

sinሺ
௝ାଵݔ
2 െ

௝ݔ
2 ሻ sinሺ

௝ାଵݔ
2 െ

௝ାଶݔ
2 ሻ

, 

௝ܹାଶ
ோ ሺݔሻ ൌ

sinሺ
ݔ
2		 െ

	௝ݔ
2 ሻsin	ሺ

ݔ
2 െ

	௝ାଵݔ
2 ሻ

sinሺ
௝ାଶݔ
2 െ

௝ାଵݔ
2 ሻ sinሺ

௝ାଶݔ
2 െ

௝ݔ
2 ሻ
. 

 
In paper [1] it is shown that the right polynomial 
basis splines can be written as follows: 
 

௝ݒ
ோሺݔሻ ൌ

ሺݔ െ ݔ௝ାଶሻሺݔ െ ௝ାଵሻݔ
ሺݔ௝ െ ௝ݔ௝ାଶሻሺݔ െ ௝ାଵሻݔ

, 

௝ାଵݒ
ோ ሺݔሻ ൌ

ሺݔ െ ݔ௝ሻሺݔ െ ௝ାଶሻݔ
ሺݔ௝ାଵ െ ௝ାଵݔ௝ሻሺݔ െ ௝ାଶሻݔ

, 

௝ାଶݒ
ோ ሺݔሻ ൌ

ሺݔ െ ݔ௝ሻሺݔ െ ௝ାଵሻݔ
ሺݔ௝ାଶ െ ௝ାଶݔ௝ାଵሻሺݔ െ ௝ሻݔ

. 

Approximation Theorem 1 is proved in paper [2]. 

Theorem 1. Let function ݂ሺݔሻ be such that ݂	 ∈
,ଷሺሾܽܥ	 ܾሿሻ. The set of nodes such that ݔ௝ାଵ		 െ ௝ݔ ൌ
௝ݔ െ 		௝ିଵݔ ൌ ݄. Then for ݔ ∈   :௝ାଵ൧ we haveݔ			,	௝ݔൣ

‖݂ െ ௫ೕశభ൧			,	௅‖ൣ௫ೕܩ ൑  ,௫ೕశభ൧			,	ଵ݄ଷ‖݂ᇱᇱᇱ‖ൣ௫ೕషభܭ

‖݂ െ ௫ೕశభ൧			,	ோ‖ൣ௫ೕܩ ൑  ,௫ೕశమ൧			,	ଵ݄ଷ‖݂ᇱᇱᇱ‖ൣ௫ೕܭ

‖݂ െ ௫ೕశభ൧			,	௅‖ൣ௫ೕܨ ൑ ଶ݄ଷ‖݂ᇱᇱᇱܭ ൅ ݂ᇱ‖ൣ௫ೕషభ	,			௫ೕశభ൧, 
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‖݂ െ ௫ೕశభ൧			,	ோ‖ൣ௫ೕܨ ൑ ଶ݄ଷ‖݂ᇱᇱᇱܭ ൅ ݂ᇱ‖ൣ௫ೕ	,			௫ೕశమ൧, 

where ܭଵ ൌ
଴.ଷ଼ହ

ଷ!
ൎ 0.0642, ଶܭ ൌ 0.0835. 

As mentioned earlier, the Lebesgue functions and 
constants are the valuable numerical instrument for 
approximation. The Lebesgue functions and 
constants for quadratic polynomial splines are 
presented in [3]. We call  

ሻݔ௝,௠ାଵሺߣ ൌ ෍ |߱௞ሺݔሻ|,			ݔ ∈ 	௝ାଵ൧ݔ			,	௝ݔൣ

௝ା௦

௞ୀ௝ି௟ାଵ

 

the Lebesgue function of the basic splines ௝߱ሺݔሻ 
with respect to the interval ൣݔ௝	,  ௝ାଵ൧. For the leftݔ
splines we have ݈ ൌ 2, ݏ ൌ 1,݉ ൌ ݈ ൅  For the .ݏ
right splines we have ݈ ൌ 1, ݏ ൌ 2,݉ ൌ ݈ ൅  .ݏ

We call 
௝,௠ାଵߣ ൌ max

௫∈ൣ௫ೕ	,			௫ೕశభ൧
 ሻݔ௝,௠ାଵሺߣ

the Lebesgue constant of the basic splines ௝߱ሺݔሻ 
with respect to the interval ൣݔ௝	,			ݔ௝ାଵ൧. 

Thus, for the right polynomial splines, the 
Lebesgue function is the following: 

௝,ଷߣ
ோ ሺݔሻ ൌ หݒ௝

ோሺݔሻห ൅ หݒ௝ାଵ
ோ ሺݔሻห ൅ หݒ௝ାଶ

ோ ሺݔሻห. 

Let ܧሺ݂ሻ denote the best approximation of the 
function ݂ሺݔሻ on various polynomials of the second 
degree on the interval ൣݔ௝,  ሻ denote theݔ௝ାଶ൧. Let ܲሺݔ
polynomial of the best approximation of the second 
degree for the function ݂ሺݔሻ on the interval 
ሾݔ௝,    .௝ାଶሿݔ
  
    Lemma 1. Let ݂ ∈ ,௝ݔሺൣ	ܥ  ௝ାଶ൧ሻ.  For the error ofݔ
the approximation with the right polynomial splines 
of the function ݂ሺݔሻ the following inequality is 
valid: 
 

∥ ݂ െ ோܩ 	 ∥ൣ௫ೕ,	௫ೕశభ൧൑ 		 ൫1 ൅ ௝,ଷߣ
ோ 	൯ܧሺ݂ሻ. 

 
Proof.  We have for ݔ ∈ ,௝ݔൣ  .௝ାଵ൧ݔ

|݂ െ |ோܩ ൑ |݂ െ ܲ| ൅ |	ܲ െ	ܩோ| ൑ ሺ݂ሻܧ ൅ 

∥ ෍൫ܲሺݔ௜ሻ െ ݂ሺݔ௜ሻ൯

௝ାଶ

௜ୀ௝

௜ݒ
ோሺݔሻ ∥൑ ൫1 ൅ ௝,ଷߣ

ோ 	൯ܧሺ݂ሻ. 

The proof is complete. 
 
   Remark 1. Let ݂ ∈ ,௝ିଵݔሺൣ	ܥ  ௝ାଵ൧ሻ. The similarݔ
statement can be proved for the approximation with 
the left polynomial splines: 

∥ ݂ െ ௅ܩ 	 ∥ൣ௫ೕ,	௫ೕశభ൧൑ 		 ൫1 ൅ ௝,ଷߣ
௅ 	൯ܧሺ݂ሻ. 

 

Let us consider the behavior of the Lebesgue 
functions and constants in approximation of a 
function on a non-uniform grid. We denote 
  

݇ ൌ
௝ାଶݔ െ ௝ାଵݔ
௝ାଵݔ െ ௝ݔ

. 

Using the notation ݄ ൌ ௝ାଵݔ െ ݔ ,௝ݔ ൌ 	 	݆ݔ ൅ ,݄ݐ

		൅1݆ݔ ൌ 	݆ݔ ൅ ݄, 		൅2݆ݔ ൌ ݆ݔ ൅ ݄ ൅ ݄݇ we get  

௝,ଷߣ
ோ ൫ݔ௝ ൅ ൯݄ݐ ൌ |ሺെݐ ൅ 1 ൅ ݇ሻሺݐ െ 1ሻ|݇

൅ ݐሺെݐ| ൅ 1 ൅ ݇ሻ|݇
൅ ݐሺെݐ| ൅ 1 ൅ ݇ሻ|
൅ ݐሺݐ| െ 1ሻ|ሻ/ሺሺ݇ ൅ 1ሻ/݇ሻ. 

The maximum of this expression is achieved 
when ݐ ൌ 1/2 and it has the following form: 

௝,ଷߣ
ோ ൌ

2݇ ൅ 2݇ଶ ൅ 1
2݇ሺ݇ ൅ 1ሻ

. 

The plot of the behavior of the Lebesgue 
constant ߣ௝,ଷ

ோ 	 on the interval [0.5, 2] is shown in 
Fig.1.  

 
Fig.1. The behavior of the Lebesgue constant ߣ௝,ଷ

ோ 	 on 
the interval [0.5, 2]. 

For the left polynomial splines, the Lebesgue 
function is the following: 

௝,ଷߣ
௅ ሺݔሻ ൌ ሺ|ሺ݇ݐ ൅ 1ሻሺݐ െ 1ሻ|݇ ൅ |ሺ݇ݐ ൅ 1ሻሺݐ െ 1ሻ|

൅ |ሺ݇ݐ ൅ 1ሻݐ| ൅ ݇ଶ|ݐሺݐ െ 1ሻ|ሻ/ሺ݇
൅ 1ሻ. 

The maximum of this expression is achieved 
when ݐ ൌ 1/2 and it has the following form: 

௝,ଷߣ
௅ ൌ

݇ଶ ൅ 2݇ ൅ 2
2ሺ݇ ൅ 1ሻ

. 

The plot of the behavior of the Lebesgue 
constant ߣ௝,ଷ

௅ 	 on the interval [0.5, 2] is shown in 
Fig.2.  

 
Fig. 2. The behavior of the Lebesgue constant ߣ௝,ଷ

௅ 	 on 
the interval [0.5, 2]  
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Let ܧሺ݂ሻ denote the best approximation of the 
function ݂ሺݔሻ on various trigonometric polynomials 
of the second degree on the interval ൣݔ௝ିଵ,  ௝ାଵ൧. Letݔ
ܶሺݔሻ denote the trigonometric polynomial of the 
best approximation of the second degree for the 
function ݂ሺݔሻ on the interval ሾݔ௝ିଵ,    .௝ାଵሿݔ
    Lemma 2. Let ݂ ∈ ,௝ିଵݔሺൣ	ܥ  ௝ାଵ൧ሻ.  For the errorݔ
of the approximation with the left trigonometric 
splines of the function ݂ሺݔሻ the following inequality 
is valid: 

∥ ݂ െ ௅ܨ 	 ∥ൣ௫ೕ,	௫ೕశభ൧൑ 		 ൫1 ൅ ௝,ଷߣ
௅ 	൯ܧሺ݂ሻ. 

     The proof is similar to Lemma 1. 
For the left trigonometric splines after using the 
notation ݔ ൌ 	 	݆ݔ ൅ ,݄ݐ 		൅1݆ݔ ൌ 	݆ݔ ൅ ݄, 	െ1݆ݔ ൌ ݆ݔ െ
݄/݇ we get: 

௝,ଷߣ
௅ ሺݔሻ ൌ ଵݐ

௅ ൅ ଶݐ
௅ ൅ ଷݐ

௅, 
where  

ଵݐ
௅ ൌ െ

sin ൬
݄ሺ݇ݐ ൅ 1ሻ

2݇ ൰ sin ቀ
݄ݐ
2 െ

݄
2ቁ

sin ቀ ݄2݇ቁ sin ቀ
݄
2ቁ

, 

 

ଶݐ
௅ ൌ

sin ൬
݄ሺ݇ݐ ൅ 1ሻ

2݇ ൰ sin ቀ
݄ݐ
2 ቁ

sin ൬
݄ሺ݇ ൅ 1ሻ

2݇ ൰ sin ቀ
݄
2ቁ

, 

 

ଷݐ
௅ ൌ

sin ቀ
݄ݐ
2 ቁ sin ቀ

݄ݐ
2 െ

݄
2ቁ

sin ൬
݄ሺ݇ ൅ 1ሻ

2݇ ൰ sin ቀ
݄
2݇ቁ

. 

 
The maximum of this expression is achieved 

when ݐ ൌ 1/2 and it has the following form: 

௝,ଷߣ
௅ ൌ

4 sin ቀ
݄
2ቁ sin ൬

݄ሺ݇ ൅ 1ሻ
݇ ൰ ൅ sin ቀ

݄
݇ቁ െ sinሺ݄ሻ

sinሺ݄ሻ ൅ sin ቀ
݄
݇ቁ െ sin ൬

݄ሺ݇ ൅ 1ሻ
݇ ൰

. 

Let ܧሺ݂ሻ denote the best approximation of the 
function ݂ሺݔሻ on various trigonometric polynomials 
of the second degree on the interval ൣݔ௝,  ௝ାଶ൧. Letݔ
ܶሺݔሻ denote the trigonometric polynomial of the 
best approximation of the second degree for the 
function ݂ሺݔሻ on the interval ሾݔ௝,    .௝ାଶሿݔ
    Lemma 3. Let ݂ ∈ ,௝ݔሺൣ	ܥ  ௝ାଶ൧ሻ.  For the error ofݔ
the approximation with the right trigonometric 
splines of the function ݂ሺݔሻ the following inequality 
is valid: 

∥ ݂ െ ோܨ 	 ∥ൣ௫ೕ,	௫ೕశభ൧൑ 		 ൫1 ൅ ௝,ଷߣ
ோ 	൯ܧሺ݂ሻ. 

The proof is similar to Lemma 1. 
For the right trigonometric splines after using the 
notation ݔ ൌ 	 	݆ݔ ൅ ,݄ݐ 		൅1݆ݔ ൌ 	݆ݔ ൅ ݄, 	൅2݆ݔ ൌ ݆ݔ ൅
݄ ൅ ݄݇ we get: 

௝,ଷߣ
ோ ሺݔሻ ൌ ௦ଵݐ

ோ ൅ ௦ଶݐ
ோ ൅ ௦ଷݐ

ோ , 
 

௦ଵݐ
ோ ൌ

െ sin ቀെ
݄ݐ
2 ൅

݄
2 ൅

݄݇
2 ቁ sin	ሺ

݄ݐ
2 െ

݄
2ሻ

sin ቀ݄2 ൅
݄݇
2 ቁ sin ቀ

݄
2ቁ

, 

௦ଶݐ
ோ ൌ

sin ቀ
݄ݐ
2 ቁ sin	ሺെ

݄ݐ
2 ൅

݄
2 ൅

݄݇
2 ሻ

sin ቀ݄2ቁ sin	ሺ
݄݇
2 ሻ

	, 

௦ଷݐ
ோ ൌ 	

sin ቀ
݄ݐ
2 ቁ sin ቀ

݄ݐ
2 െ

݄
2ቁ

sin ቀ݄2 ൅
݄݇
2 ቁ sin	ሺ

݄݇
2 ሻ

. 

 
The maximum of this expression is achieved 

when ݐ ൌ 1/2 and it has the following form: 

௝,ଷߣ
ோ ൌ sin	൬

݄
4
൰	ሺsin ൬

݄
4
൅
݄݇
2
൰ sin ൬

݄݇
2
൰

൅ sin ൬
݄
4
൅
݄݇
2
൰ sin ൬

݄
2
൅
݄݇
2
൰

൅ sin ൬
݄
4
൰ sin ൬

݄
2
൰ሻ

/ሺsin ൬
݄
2
൅
݄݇
2
൰ sin ൬

݄
2
൰ sin ൬

݄݇
2
൰ሻ. 

3 Approximation on non-uniform 
grids and the Lebesgue constants 
Let us consider the approximation by changing one 
of the types of splines to another type. We get that 
݇ ൌ 1 by solving a nonlinear equation ߣ௝,ଷ

ோ ൌ ௝,ଷߣ
௅  for 

k considering h as a parameter.  This means we can 
use a uniform grid when approximating the function 
and changing the left splines to the right splines on 
the interval ሾܽ, ܾሿ. The Lebesgue constant is 
preserved in the approximation inequalities. The 
plot of the solution of the nonlinear equation is 
presented in Fig.3. This means that when 
approximating the function on the interval ሾܽ, ܾሿ and 
moving from left to right splines, we can use the 
uniform grid. 
 

 
Fig. 3. The plot of the solution of the non-linear equation 

௝,ଷߣ
ோ ൌ ௝,ଷߣ

௅ . 
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We get the solution ݇ ൌ 1		of the nonlinear equation 
௝,ଷߣ
ோ ൌ ௝,ଷߣ

௅ 	 for the Lebesgue constant of 
trigonometric splines. 
   Now we consider the approximation with fifth-
order splines and the Lebesgue constants. We 
construct the approximation with the right basis 
splines in the form: 

ସܸ
ோሺݔሻ ൌ෍ ݂ሺݔ௜ሻݓ௜

ோሺݔሻ,
௝ାସ

௜ୀ௝
ݔ	 ∊ ,௝ݔൣ ,௝ାଵ൧ݔ

݆ ൌ 0,… . , ݊ െ 5, 
where 
௝ݓ
ோሺݔሻ

ൌ
ሺݔ െ ݔ௝ାଵሻሺݔ െ ݔ௝ାଶሻሺݔ െ ݔ௝ାଷሻሺݔ െ ௝ାସሻݔ
ሺݔ௝ െ ௝ݔ௝ାଵሻሺݔ െ ௝ݔ௝ାଶሻሺݔ െ ௝ݔ௝ାଷሻሺݔ െ ௝ାସሻݔ

 

௝ାଵݓ
ோ ሺݔሻ

ൌ
ሺݔ െ ݔ௝ሻሺݔ െ ݔ௝ାଶሻሺݔ െ ݔ௝ାଷሻሺݔ െ ௝ାସሻݔ

ሺݔ௝ାଵ െ ௝ାଵݔ௝ሻሺݔ െ ௝ାଵݔ௝ାଶሻሺݔ െ ௝ାଵݔ௝ାଷሻሺݔ െ ௝ାସሻݔ
, 

௝ାଶݓ
ோ ሺݔሻ

ൌ
ሺݔ െ ݔ௝ሻሺݔ െ ݔ௝ାଵሻሺݔ െ ݔ௝ାଷሻሺݔ െ ௝ାସሻݔ

ሺݔ௝ାଶ െ ௝ାଶݔ௝ሻሺݔ െ ௝ାଶݔ௝ାଵሻሺݔ െ ௝ାଶݔ௝ାଷሻሺݔ െ ௝ାସሻݔ
, 

௝ାଷݓ
ோ ሺݔሻ

ൌ
ሺݔ െ ݔ௝ሻሺݔ െ ݔ௝ାଵሻሺݔ െ ݔ௝ାଶሻሺݔ െ ௝ାସሻݔ

ሺݔ௝ାଷ െ ௝ାଷݔ௝ሻሺݔ െ ௝ାଷݔ௝ାଵሻሺݔ െ ௝ାଷݔ௝ାଶሻሺݔ െ ௝ାସሻݔ
, 

௝ାସݓ
ோ ሺݔሻ

ൌ
ሺݔ െ ݔ௝ሻሺݔ െ ݔ௝ାଵሻሺݔ െ ݔ௝ାଶሻሺݔ െ ௝ାଷሻݔ

ሺݔ௝ାସ െ ௝ାସݔ௝ሻሺݔ െ ௝ାସݔ௝ାଵሻሺݔ െ ௝ାସݔ௝ାଶሻሺݔ െ ௝ାଷሻݔ
. 

We construct the approximation with the left basis 
splines in the form: 
 

ସܸ
௅ሺݔሻ ൌ෍ ݂ሺݔ௜ሻݓ௜

௅ሺݔሻ,
௝ାଵ

௜ୀ௝ିଷ
ݔ	 ∊ ,௝ݔൣ  ,௝ାଵ൧ݔ

݆ ൌ 3,… . , ݊ െ 1, 
where 

௝ିଷݓ
௅ ሺݔሻ

ൌ
ሺݔ െ ݔ௝ିଶሻሺݔ െ ݔ௝ିଵሻሺݔ െ ݔ௝ሻሺݔ െ ௝ାଵሻݔ

ሺݔ௝ିଷ െ ௝ିଷݔ௝ିଶሻሺݔ െ ௝ିଷݔ௝ିଵሻሺݔ െ ௝ିଷݔ௝ሻሺݔ െ ௝ାଵሻݔ
, 

௝ିଶݓ
௅ ሺݔሻ

ൌ
ሺݔ െ ݔ௝ିଷሻሺݔ െ ݔ௝ିଵሻሺݔ െ ݔ௝ሻሺݔ െ ௝ାଵሻݔ

ሺݔ௝ିଶ െ ௝ିଶݔ௝ିଷሻሺݔ െ ௝ିଶݔ௝ିଵሻሺݔ െ ௝ିଶݔ௝ሻሺݔ െ ௝ାଵሻݔ
, 

௝ିଵݓ
௅ ሺݔሻ

ൌ
൫ݔ െ ݔ௝ିଷ൯൫ݔ െ ݔ௝ିଶ൯൫ݔ െ ݔ௝൯൫ݔ െ ௝ାଵ൯ݔ

൫ݔ௝ିଵ െ ௝ିଵݔ௝ିଷ൯൫ݔ െ ௝ିଵݔ௝ିଶ൯൫ݔ െ ௝ିଵݔ௝൯൫ݔ െ ௝ାଵ൯ݔ
, 

௝ݓ
௅ሺݔሻ

ൌ
ሺݔ െ ݔ௝ିଷሻሺݔ െ ݔ௝ିଶሻሺݔ െ ݔ௝ିଵሻሺݔ െ ௝ାଵሻݔ
ሺݔ௝ െ ௝ݔ௝ିଷሻሺݔ െ ௝ݔ௝ିଶሻሺݔ െ ௝ݔ௝ିଵሻሺݔ െ ௝ାଵሻݔ

, 

௝ାଵݓ
௅ ሺݔሻ

ൌ
൫ݔ െ ݔ௝ିଷ൯൫ݔ െ ݔ௝ିଶ൯൫ݔ െ ݔ௝ିଵ൯൫ݔ െ ௝൯ݔ

൫ݔ௝ାଵ െ ௝ାଵݔ௝ିଷ൯൫ݔ െ ௝ାଵݔ௝ିଶ൯൫ݔ െ ௝ାଵݔ௝ିଵ൯൫ݔ െ ௝൯ݔ
 

 

     Theorem 2. The error of the approximation on 
ሾݔ௝,  ௝ାଵሿ with the left polynomial splines with theݔ
fifth-order approximation is the following: 

ฮ ସܸ
ோ െ ݂ฮ ൑ ሺହሻ‖ሾ௫ೕ,௫ೕశరሿ݄݂‖	ܭ

ହ/5!, ܭ ൌ 3.632. 

The error of the approximation with the right 
polynomial splines with the fifth-order 
approximation is the following: 

ฮ ସܸ
௅ െ ݂ฮ ൑ ܭ ,	‖݂ሺହሻ‖ሾ௫ೕషయ,௫ೕశభሿ	ହ/5!݄	ܭ ൌ 3.632. 

     Proof. The proof of the theorem is based on the 
application of the Lagrangian interpolation 
remainder formula. For example, we can write 

ସܸ
௅ሺݔሻ െ ݂ሺݔሻ ൌ

௙ሺఱሻሺ௦ሻ

ହ!
ܸሺݔሻ,  

 where ݏ ∈ ,௝ିଷݔൣ 	,௝ାଵ൧ݔ

ܸሺݔሻ ൌ ൫ݔ െ ݔ௝ିଷ൯൫ݔ െ ݔ௝ିଶ൯൫ݔ െ ݔ௝ିଵ൯൫ݔ

െ ݔ௝൯൫ݔ െ  .௝ାଵ൯ݔ

After calculating the maximum of |ܸሺݔሻ|, ݔ ∊
,௝ݔൣ  .௝ାଵ൧,  we find the required statementݔ
The proof is complete. 

Similarly to what was considered for third-order 
splines of approximation, one can obtain the 
Lebesgue functions ߣ௝,ହ

ோ ሺݔሻ, ௝,ହߣ		
௅ ሺݔሻ and the 

Lebesgue constants ߣ௝,ହ
ோ ௝,ହߣ			,

௅  for the fifth-order 
splines of approximation. Since the expressions turn 
out to be very large, we show only the graphs of the 
Lebesgue constants. The plot of the behavior of the 
Lebesgue constant ߣ௝,ହ

௅ 	 on the interval [0.1, 3]  is 
shown in Fig.4. The plot of the behavior of the 
Lebesgue constant ߣ௝,ହ

ோ 	 on the interval [0.5, 1.2]  is 
shown in Fig.5. 

 
Fig.4. The Lebesgue constant ߣ௝,ହ

௅  
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Fig.5. The Lebesgue constant ߣ௝,ହ

ோ  
 

We get ݇ ൌ 0.96 by solving a nonlinear equation 
௝,ହߣ
ோ ൌ ௝,ହߣ

௅  for k considering ݄ as a parameter. It 
follows that when switching from approximation by 
the right fifth-order splines to approximation by the 
left fifth-order splines, the same step of a uniform 
grid can be used. The plot of the behavior of the 
Lebesgue constants ߣ௝,ହ

ோ 	 and  ߣ௝,ହ
௅  on the interval 

[0.5, 1.2]  is shown in Fig.6. 

 
Fig.6.The Lebesgue constants ߣ௝,ହ

ோ 	and ߣ௝,ହ
௅  

 

4 Numerical algorithm of 
compression the flows 
Using the approximation error estimates, it is not 
difficult to suggest an algorithm for compressing 
and recovering numerical flows with the 
preservation of the approximation order. Papers 
[16,17] show the result of applying the considered 
splines to enlarge images. Here we consider, in 
more detail, the differences in approximation by 
different types of splines. The proposed local splines 
of the third and fifth orders of approximation can be 
used to enlarge images when moving from monitors 
with lower resolution to monitors with higher 
resolution. One use of the term display resolution 
applies to fixed-pixel-array displays such as plasma 
display panels (PDP), liquid-crystal displays (LCD), 
Digital Light Processing (DLP) projectors, OLED 
displays, and similar technologies, and is simply the 
physical number of columns and rows of pixels 
creating the display (e.g. 1920 × 1080) (see https: 
//en.wikipedia.org/wiki/Display_resolution). As it is 
known, the RGB color system (see, for example, 
https://www.rapidtables.com/web/color/RGB_Color
.html), constructs all the colors from the 
combination of the Red, Green and Blue colors. The 
red, green and blue use 8 bits each, which have 
integer values from 0 to 255. Each pixel in the LED  

(light emitting diodes) monitor displays colours by 
combination of red, green and blue LEDs. The tasks 
of increasing the resolution of images, as well as the 
compression and restoration of images can be 
solved using the proposed local splines. 
Let there be an original image of size [m × n] pixels. 
We need to implement a solution that would allow 
us to obtain a new size [k m × k n] at the output 
from the original image, where k is the 
magnification factor. We can make the following 
comparison of points in the source and enlarged 
images (see. Fig. 7).  
 

       

       

       

       

↓ 

           

             

             

             

             

             

             

    Fig.7. 
 
Next, we perform the calculations in rows that 
contain color values from the original image. 
Calculations are carried out for color values at 
intermediate points. Since the color in computer 
graphics is a combination of the components of 
several basic colors, the calculations for each of 
them are made separately. For calculations on the 
left side of the line, we can use the left polynomial 
splines, for the right side we can use the right 
polynomial splines. Next, we perform the 
calculations in columns that contain color values 
from the original image. 
 
4.1 Image Size Increasing Algorithm 

Consider the case of increasing the image twice (in 
width and height) from 6x6 to 12x12. First, copy 
the source data to a sparse grid of nodes. In the case 
of increasing the size of the image exactly twice, the 
problem arises of how to compare the original data 
with the new image. Let each pixel of the original 
image has coordinates ሺi, jሻ, i ∈ 1. . M, j ∈ 1. . N, 
where M is the width, N	is the height. We associate 
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it with a pixel ሺ2i െ 1, 2j െ 1ሻ from the new image. 
The line to which the information about the colours 
is added, will then look like the line given in Fig.8: 

 

Fig.8. 
 
and then we will not be able to calculate the colour 
value in the   last pixel. There are two solutions to 
this problem: 
    1. If ܽ, ܾ are the width and the height of the 
original image, ݔ is an integer indicating how many 
times we want to enlarge the image, then we will 
take the dimensions of the new image equal: width 
ൌ	 ሺܽ െ 1ሻ		ݔ	 ൅ 	1, height=	ሺܾ െ 1ሻݔ ൅ 1. So the 
line we considered earlier will look like the line 
given in Fig.9.  

 
Fig.9 

 
With the help of the spline approximation we can 
calculate the values at intermediate points. 
 

   2. Increase the size by ݔ times, but match the 
pixels as follows in Fig.7 (an example of increasing 
the size by 2 times). Let the interval [a, b] be taken 
as [0, 4] (see Fig. 10): 

0  1  2  3  4 

Fig.10. 

We consider the set of ordered nodes ሼݐ௝ሽ:  

௝ݐ ൌ ݆, ݆ ൌ 0, 1, 2, 3, 4; ݄	 ൌ 	 ௝ାଵݐ െ ௝ݐ ൌ 1. 

We calculate at the point ݐ ∊ ,௝ݐൣ  :௝ାଵ൧ݐ

ݐ ൌ
ሺ௧ೕା௧ೕశభሻ

ଶ
ൌ ௝ݐ ൅ 	0.5. 

Thus, the number of calculations can be 
significantly reduced. For example, for left 
polynomial splines of the third order of 
approximation in this case, it suffices to calculate: 

ሻݐ௝ሺݓ ൌ
ݐ െ ௝ାଵݐ
௝ݐ െ ௝ାଵݐ

∙
ݐ െ ௝ାଶݐ
௝ݐ െ ௝ାଶݐ

ൌ 0.375, 

ሻݐ௝ାଵሺݓ ൌ
0.5
1
∙
െ1.5
െ1

ൌ 0.75, 

ሻݐ௝ାଶሺݓ ൌ
0.5
2
∙
െ0.5
1

ൌ െ0.125. 

Next, for the left side, we look for an approximation 
with the right splines (yellow), for the right side 

with the left splines (red colour) as it is shown in 
Fig.10. As a result of these calculations, the 
intermediate result will look as follows (see Fig. 
11): 
 

         

         

         

         

         

         

         

         

         

Fig.11. 
 

         

         

         

         

         

         

         

         

         

Fig.12. 

    After increasing the image in rows, we get the 
result shown in Fig. 12.  Then we repeat the 
procedure for the columns: for the upper part we are 
looking for the approximation with the right splines, 
and for the lower part we are looking for the 
approximation with the left splines. Thus, we 
calculate all the colour values in the enlarged image 
(calculations are carried out for each colour 
component: red, green, blue and α-channel). 

 

 
Fig.13. The original image of nature (150x150 pixels) 

The results of the enlarging of the images using the 
splines of the third order of approximation are 
presented in Figs. 13-15. Fig.13 shows the original 
image of 150x150 pixels. Fig.14 shows the enlarged 
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image of 300x300 pixels with polynomial splines. 
Fig.15 shows the enlarged image of 300x300 pixels 
with trigonometrical splines.  

 
Fig.14.The enlarged image of nature with polynomial 

splines  (300x300 pixels) 

 

Fig.15. The enlarged image of nature with 
trigonometrical splines (300x300 pixels) 

4.2   Image compression and restoration 

     A series of experiments on image compression 
and its subsequent reconstruction using splines were 
carried out. Image compression was performed by 
crossing out every even row and column. Fig. 16 
shows a comparison of the original and the 
recovered images. We can see recovered images 
when the following were used (from left to right): 
1) polynomial splines with the third order 
approximation; 

2) trigonometric splines with the third order 
approximation; 
3) polynomial splines with the fifth order 
approximation; 
5) original image. 
    When we used the polynomial or trigonometric 
splines of the third order then the quality of the 
recovered images were almost the same. But the 
images obtained using the third-order trigonometric 
splines appeared smoother.  

 
Fig.16. 

In the case of polynomial splines of the fifth order, a 
slightly larger image smoothness is noticeable. 

 

4.3 Estimated Work Time 

Java was used to construct a program that 
enlarges images. For an estimation of time 
calculations 10 images in high resolution were used. 
The following sizes have been selected: 3724х5586, 
4912х7360, 3456х5184, 6720х4480, 3170х3963, 
2730х4096, 4000х6000, 5472х3648, 4000х6000, 
3089х2048. The polynomial splines with the fifth 
order were used for an estimation of time 
calculations. 

Testing was conducted twice. Both times the 
original image was enlarged 2, 3 and 4 times. The 
minimum size of the tested image is 6326272 pixels, 
the maximum size is 36152320. Thus, the number of 
intermediate pixels for which the calculations were 
carried out ranges from 18 million (in the case of the 
minimum image and a 2-fold increase) to 542 
million (in the case of the maximum image and a 4-
fold increase). Image processing time at the first and 
second program start is indicated in Table 1. 

Table 1 

 Test 1 Test 2 
image magnification 

twice 
385.49 sec 386.35 sec 

image magnification 
three times 

361.28 sec 364.66 sec 

4 times magnification 625.85 sec 614.27 sec 

Judging by the test results, in this implementation, 
read-write operations have a significant impact on 
the image processing time. 
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5 Conclusion 
Our experiments find that local quadratic 
polynomial splines and the local trigonometric 
splines give good results for the approximation of 
the functions. Sometimes, the approximation by the 
trigonometric splines is preferable to the 
approximation by the polynomial splines, because it 
can give the smaller error of approximation. Using 
splines with the fifth order of approximation we can 
reduce the number of grid nodes. In this case, the 
approximation error will not exceed the previous 
one. When zooming in, both trigonometric and 
polynomial splines are suitable. There are no 
significant differences in the magnification of the 
image, either when using polynomial or when using 
trigonometric splines. 
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