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Abstract: In this paper, we introduce a new class of analytic functions define by a new convolution operator
Lt

a (α, β). The new class of analytic functions Σa,t
α,β (ρ; h) in U∗ = {z : 0 < |z| < 1} is define by means of a

hypergeometric function with an integral operator associated with the Hurwitz-Lerch Zeta function and differential
subordination. The authors also introduces and investigates various properties of certain classes of meromorphi-
cally univalent functions.
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1 Introduction
A meromorphic function is a single-valued function
that is analytic in all but possibly a discrete subset
of its domain, and at those singularities it must go
to infinit like a polynomial (i.e., these exceptional
points must be poles and not essential singularities).
A simpler definitio states that a meromorphic func-
tion f(z) is a function of the form

f (z) =
g (z)
h (z)

,

where g(z) and h(z) are entire functions with
h(z) 6= 0 (see [1], p. 64). A meromorphic function
therefore may only have finite-orde , isolated poles
and zeros and no essential singularities in its domain.
An equivalent definitio of a meromorphic function
is a complex analytic map to the Riemann sphere. For
example the Gamma function is meromorphic in the
whole complex plane C (see [2], [3] and [4]).

Let A be the class of analytic functions h(z) with
h(0) = 1, which are convex and univalent in the open
unit disk U = U∗ ∪ {0} and for which

<{h(z)} > 0 (z ∈ U). (1)

For functions f and g analytic in U , we state that
f is subordinate to g and write

f ≺ g in U or f(z) ≺ g (z) (z ∈ U)

if there exists an analytic function w(z) in U such that

|w (z)| ≤ |z| and f (z) = g (w (z)) , (z ∈ U) .

Furthermore, if the function g is univalent in U ,
then

f (z) ≺ g (z) ⇔ f (0) = g (0) and f (U) = g (U) ,

(z ∈ U).

In the present paper, we initiate the study of func-
tions which are meromorphic in the punctured disk
U∗ = {z : 0 < |z| < 1} with a Laurent expansion
about the origin, see [5]. Also, we shall use the op-
erator Lt

a (α, β) f(z) to introduce some new classes
of meromorphic functions. We also, introduce and in-
vestigate various inclusion relationships and convolu-
tion properties of a certain class of meromorphic func-
tions, which are define in this paper by means of a
linear operator.

2 Preliminaries
Let Σ denote the class of meromorphic functions f(z)
normalized by

f(z) =
1
z

+
∞∑

n=1

anzn, (2)

which are analytic in the punctured unit disk

U∗ = {z : z ∈ C and 0 < |z| < 1} U \ {0},
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C being (as usual) the set of complex numbers. We
denote by ΣS∗(β) and ΣK(β) (β ≥ 0) the subclasses
of Σ consisting of all meromorphic functions which
are, respectively, starlike of order β and convex of or-
der β in U∗ (see also the recent works [6] and [7]).

For functions fj(z) (j = 1, 2) define by

fj(z) =
1
z

+
∞∑

n=1

an,jz
n (j = 1, 2),

we denote the Hadamard product (or convolution) of
f1(z) and f2(z) by

(f1 ∗ f2)(z) =
1
z

+
∞∑

n=1

an,1an,2z
n.

Let us consider the function φ̃(α, β; z) define by

φ̃(α, β; z) =
1
z

+
∞∑

n=0

(α)n+1

(β)n+1
anzn

(
β ∈ C \ Z−0 ; α ∈ C

)
,

where

Z−0 = {0,−1,−2, · · ·} = Z− ∪ {0}.
Here, and in the remainder of this paper, (λ)κ denotes
the general Pochhammer symbol defined in terms of
the Gamma function, by

(λ)κ := Γ(λ+κ)
Γ(λ)

=

{
1 , (κ =;λ ∈ C\{0})
λ (λ + 1) (λ + n− 1) (κ = n ∈ N ; λ ∈ C)

it being understood conventionallythat (0)0 := 1 and
assumed tacitly that the Γ-quotient exists (see, for de-
tails, [8, p. 21 et seq.]), N being the set of positive
integers.

We recall here a general Hurwitz-Lerch-Zeta
function, which is define in [[9], [10]] by the fol-
lowing series:

Φ(z, t, a) =
1
at

+
∞∑

n=1

zn

(n + a)t (3)

(
a ∈ C\Z−0 , Z−0 = {0,−1,−2, ...} ; t ∈ C when

z ∈ U = U∗ ∪ {0} ; < (t) > 1when z ∈ ∂U)

Important special cases of the function Φ (z, t, a)
include, for example, the Reimann zeta function
ζ (t) = Φ (1, t, 1), the Hurwitz zeta function
ζ (t, a) = Φ (1, t, a), the Lerch zeta function lt (ζ) =

Φ
(
exp2πiξ, t, 1

)
, (ξ ∈ R,< (t) > 1), the polyloga-

rithm Li
t(z) = zΦ(z, t, a) and so on. Recent results

on Φ(z, t, a), can be found in the expositions [[11],
[12]]. By making use of the following normalized
function we define

Gt,a(z) = (1 + a)t

[
Φ(z, t, a)− at +

1
z (1 + a)t

]

=
1
z

+
∞∑

n=1

(
1 + a

n + a

)t

zn, (4)

(z ∈ U∗).

Using the functions Gt,a(z) with the Hadamard
product for f(z) ∈ Σ, a new linear operator
Lt,a(α, β) on Σ will be defin by the following se-
ries::

Lt
a (α, β) f(z) = φ (α, β; z) ∗Gt,a (z) =

1
z

+
∞∑

n=1

(α)n+1

(β)n+1

(
1 + a

n + a

)t

anzn. (5)

( z ∈ U∗) .

Many papers considered the above operator along
with the meromorphic functions and generalized
hypergeometric functions, see for example [[6], [13],
[14], [15],[16], and [17]].

It follows from (5) that

z
(
Lt

a (α, β) f(z)
)′

=

α
(
Lt

a (α + 1, β) f(z)
)
− (α + 1) Lt

a (α, β) f(z). (6)

Let Ω represent the class of analytic functions
h(z) with h(0) = 1, which are convex and univalent
in the open unit disk U = U∗ ∪ {0}.

Definition 1 A functionf ∈ Σ is said to be in the
classΣa,t

α,β (ρ; h), if it satisfies the subordination con-
dition

(1 + ρ) z
(
Lt

a (α, β) f(z)
)

+ ρz2
(
Lt

a (α, β) f(z)
)′

≺ h (z) (7)

whereρ is a complex number andh(z) ∈ Ω.
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Let A be class of functions of the form

f (z) = z +
∞∑

n=2

anzn (8)

which are analytic in U . A function h(z) ∈ A is said
to be in the class S∗(γ), if

<
{

zf ′ (z)
f (z)

}
> γ (z ∈ U) .

For some γ(γ < 1). When 0 < γ < 1, S∗(γ)
is the class of starlike functions of order γ in U . A
function h(z) ∈ A is said to be prestarlike of order γ
in U , if

z

(1− z)2(1−γ)
∗ f (z) ∈ S∗ (γ) (γ < 1)

where the symbol ∗ is used to refer to the familiar
Hadamard product (or convolution) of two analytic
functions in U . We denote this class by R(γ). A func-
tion f(z) ∈ A is in the class R(0), if and only if f(z)
is convex univalent in U and

R

(
1
2

)
= S∗

(
1
2

)

3 Main results

In order to establish our main results, the following
lemmas will be required:

Lemma 2 (See [18]) Letg(z) be analytic inU , and
h(z) be analytic and convex univalent inU with
h(0) = g(0). If,

g (z) +
1
µ

z g′ (z) ≺ h(z) (9)

where<µ ≥ 0 andµ 6= 0, then

g (z) ≺ h̃(z) = µz−µ
∫ z

0
tµ−1h (t) dt ≺ h (z)

andh̃(z) is the best dominant of (9).

Lemma 3 [19] Let <α ≥ 0 andα 6= 0. Then,

Σa,t
α,β (ρ; h) ⊂ Σa,t

α,β

(
ρ; h̃

)
,

where

h̃ (z) = αz−α
∫ z
0 tα−1h (t)dt ≺ h (z) .

Lemma 4 [19] Let f (z) ∈ Σa,t
α,β (ρ; h) , g (z) ∈ Σ

and

< (zg (z)) >
1
2

(z ∈ U) .

Then,

(f ∗ g) (z) ∈ Σa,t
α,β (ρ; h)

Lemma 5 (See [19]) Leta < 1, f (z) ∈ S∗ (a) and
g(z) ∈ R(a). For any analytic functionF (z) in U ,
then

g ∗ (fF )
g ∗ f

(U) ⊂ co (F (U)) ,

whereco (F (U)) denotes the convex hull ofF (U).

Theorem 6 Let f(z) ∈ Σa,t
α,β (ρ; h). Then the func-

tion F (z) defined by

F (z) =
µ− 1
zµ

∫ z

0
tµ−1f (t) dt (<µ > 1) (10)

is in the classΣa,t
α,β

(
ρ; h̃

)
, where

h̃ (z) = (µ− 1) z1−µ
∫ z

0
tµ−2h (t) dt ≺ h (z)

Proof: For f(z) ∈ Σ and <µ > 1, we fin from
(10) that F (z) ∈ Σ and

(µ− 1) f(z) = µF (z) + zF ′ (z) (11)

F (z) ∈ Σ.
Defin G(z) by

zG(z) = (1 + ρ) z
(
Lt

a (α, β) F (z)
)

+ρz
(
Lt

a (α, β) F (z)
)′

. (12)

By differentiating both sides of (12) with respect to z,
we get:

zG′(z)−G(z) = (1 + ρ) z
(
Lt

a (α, β)
(
zF ′(z)

))

+ρz2
(
Lt

a (α, β)
(
zF ′(z)

))′
. (13)

Furthermore, it follows from (11), (12) and (13) that:

(1 + ρ) z
(
Lt

a (α, β) f(z)
)

+ ρz2
(
Lt

a (α, β) f(z)
)′
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= (1 + ρ) z

(
Lt

a (α, β)
(

µF (z) + zF ′(z)
µ− 1

))

+ρz2
(

Lt
a (α, β)

(
µF (z) + zF ′(z)

µ− 1

))′

=
µ

µ− 1
G (z) +

1
µ− 1

(
zG′(z)−G(z)

)

= G(z) +
zG′(z)
µ− 1

. (14)

Let f(z) ∈ Σa,t
α,β (ρ; h). Then, by (14)

G(z) +
zG′(z)
µ− 1

≺ h (z) (<µ > 1) ,

aby using Lemma 2, we get

G(z) ≺ h̃ (z) = (µ− 1) z1−µ
∫ z

0
tµ−2h (t) dt

≺ h (z) .

Hence, by Lemma 3, we arrive at:

F (z) ∈ Σa,t
α,β

(
ρ; h̃

)
⊂ Σa,t

α,β (ρ; h) .

Theorem 7 Let f(z) ∈ Σ andF (z) be defined as in
Theorem 6. If

(1 + γ) z
(
Lt

a (α, β) F (z)
)

+ γz
(
Lt

a (α, β) f(z)
)

≺ h (z) (γ > 0) , (15)

thenF (z) ∈ Σa,t
α,β

(
0, h̃

)
, where<µ > 1 and

h̃ (z) =
(µ− 1)

γ
z

1−µ
γ

∫ z

0
t

µ−1
γ
−1

h (t) dt ≺ h (z) .

Proof: Let us define

G(z) = z
(
Lt

a (α, β) F (z)
)

(16)

Then the analytic function G(z) in the unit disk U ,
with G(0) = 1, and

zG′(z) = G(z) + z2
(
Lt

a (α, β) F (z)
)′

. (17)

Making use of (11), (15), (16) and (17), we deduce
that:

(1 + γ) z
(
Lt

a (α, β) F (z)
)

+ γz
(
Lt

a (α, β) f(z)
)

= (1 + γ) z
(
Lt

a (α, β) F (z)
)

+

γ

µ− 1

(
µzLt

a (α, β) F (z)
)

+ z2
(
Lt

a (α, β)F (z)
)′

= G (z) +
1

µ− 1
zG′(z) ≺ h (z)

for <µ > 1 and γ > 0.

Thus, an application of Lemma 2 evidently com-
pletes the proof of Theorem 7.

Theorem 8 Let F (z) ∈ Σa,t
α,β (ρ; h). If the function

f(z) is defined by

F (z) =
µ− 1
zµ

∫ z

0
tµ−1f (t) dt (µ > 1) (18)

then,

σf (σz) ∈ Σa,t
α,β (ρ; h)

where

σ = σ (µ) =
√

µ2 − 2 (µ− 1)− 1
(µ− 1)

∈ (0, 1) . (19)

The boundσ is sharp when

h(z) = δ + (1− δ)
1 + z

1− z
(δ 6= 1) . (20)

Proof: For F (z) ∈ Σa,t
α,β (ρ; h), wecan verify

that:

F (z) = F (z) ∗ z
1−z and zF ′(z) =

F (z) ∗
(

1
z(1−z)2

− 2
z(1−z)

)
.

Hence, by (18), we have:

f (z) =
µF (z) + zF ′(z)

µ− 1
= (F ∗ g) (z) (21)

(z ∈ U∗, µ > 1), where g (z) =

1
µ− 1

(
1

(1− z)2
+ (µ− 2)

1
z (1− z)

)
∈ Σ. (22)

We then show that:

<{zg (z)} >
1
2

(|z| < σ) , (23)

where σ = σ (µ) is given by (19). Setting

1
1− z

= Reiθ (R > 0, |z| = r < 1)
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we fin that:

cos θ =
1 + R2

(
1− r2

)

2R
and R ≥ 1

1 + r
(24)

For µ > 1 it follows from (29) and (32) that:

2<{zg (z)} =

2
µ− 1

[
(µ− 2)R cos θ + R2

(
2 cos2 θ − 1

)]

=
1

µ− 1
[(µ− 2)

(
1 + R2

(
1− r2

))
+

(
1 + R2

(
1− r2

))2 − 2R2
]

=

R2

µ− 1

[
R2

(
1− r2

)2
+ µ

(
1− r2

)
− 2

]
+ 1 ≥

R2

µ− 1

[(
1− r2

)2
+ µ

(
1− r2

)
− 2

]
+ 1 =

R2

µ− 1

[
(1− µ) r2 + µ− 2r − 1

]
+ 1.

This evidently gives (31), which is equivalent to

< {zσg (σz)} >
1
2

(z ∈ U) . (25)

Let F (z) ∈ Σa,t
α,β (ρ; h). Then, by using (28) and (33),

an application of Lemma 4 yields:

σf (σz) = F (z) ∗ σg (σz) ∈ Σa,t
α,β (ρ; h) .

For h (z) given by (27). we consider the function
F (z) ∈ Σ define by:

(1 + λ) z
(
Lt

a (α, β) F (z)
)

+

λz2
(
Lt

a (α, β) F (z)
)′

= δ + (1− δ)
1 + z

1− z
. (26)

(δ 6= 1). Then, by (34), (12) and (14) (used in the
proof of Theorem thm1), we fin that:

(1 + ρ) z
(
Lt

a (α, β) f(z)
)

+ ρz2
(
Lt

a (α, β) f(z)
)′

=

δ + (1− δ)
1 + z

1− z
+

z

µ− 1

(
δ + (1− δ)

1 + z

1− z

)′
=

δ +
(1− δ)

(
µ + 2z − 1 + (1− µ) z2

)

(µ− 1) (1− z)2
= δ

(σ = −z).
Therefore, we conclude that the bound σ = σ (µ) can-
not be increased for each µ (µ > 1).

4 Inclusion relations

Theorem 9 Let0 ≤ ρ1 < ρ2. Then

Σa, t
α, β (ρ2; h) ⊂ Σa, t

α, β (ρ1; h)

Proof: Let 0 ≤ ρ1 < ρ2 and suppose that:

g (z) = z
(
Lt

a (α, β) f(z)
)

(27)

for f(z) ∈ Σa, t
α, β (ρ2; h). Then the function g(z) is

analytic in U with g(0) = 1. Differentiating both
sides of (27) with respect to z and using (6), we have:

(1 + ρ2) z
(
Lt

a (α, β) f(z)
)

+ ρ2z
2
(
Lt

a (α, β) f(z)
)′

= g(z) + ρ2zg′ (z) ≺ h (z) . (28)

Hence an application of Lemma 2 with m = 1
ρ2

> 0
yields:

g (z) ≺ h(z). (29)

Noting that 0 ≤ ρ1

ρ2
< 1 and that h(z) is convex uni-

valent in U , it follows from (27), (28 and (29) that:

(1 + ρ1) z
(
Lt

a (α, β) f(z)
)

+ ρ1z
2
(
Lt

a (α, β) f(z)
)′

=
ρ1

ρ2

[
(1 + ρ2) z

(
Lt

a (α, β) f (z)
)

+ρ2z
2
(
Lt

a (α, β) f (z)
)′]

+
(

1− ρ1

ρ2

)
g(z)

≺ h (z) .

Thus, f(z) ∈ Σa, t
α, β (ρ1; h) and the proof of Theorem

9 is complete.

Theorem 10 Let,

<
{
zφ̃ (α1, α2 ; z)

}
>

1
2

(30)

(z ∈ U ; α2 /∈ {0,−1,−2, ...}) ,

whereφ̃ (α1, α2 ; z) is defined as in (??). Then,

Σa, t
α2, β (ρ; h) ⊂ Σa, t

α1, β (ρ1; h)
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Proof:
For f (z) ∈ Σ, we can verify that:

z
(
Lt

a (α1, β) f (z)
)

=
(
zφ̃ (α1, α2 ; z) ∗

(
zLt

a (α2, β) f(z)
))

(31)

and

z2
(
Lt

a (α1, β) f(z)
)′

=
(

zφ̃ (α1, α2 ; z) ∗ z2
(
Lt

a (α2, β) f(z)
)′)

. (32)

Let f (z) ∈ Σa,t
α2,β (ρ; h). Then from (31) and (32),

we deduce that:

(1 + ρ) z
(
Lt

a (α1, β) f (z)
)

+ ρz2
(
Lt

a (α1, β) f (z)
)′

=
(
zφ̃ (α1, α2 ; z)

)
∗Ψ(z) (33)

and

Ψ(z) = (1 + ρ) z
(
Lt

a (α2, β) f (z)
)

+ρz2
(
Lt

a (α2, β) f (z)
)′ ≺ h (z) (34)

In view of (30), the function zφ̃ (α1, α2 ; z) has the
Herglotz representation:

zφ̃ (α1, α2 ; z) =
∫

|x|=1

dm (x)
1− xz

(z ∈ U) , (35)

where m (x) is a probability measure define on the
unit circle |x| = 1 and

∫

|x|=1
dm (x) = 1.

Since h(z) is convex univalent in U , it follows from
(33), (34) and (35) that:

(1 + ρ) z
(
Lt

a (α1, β) f (z)
)

+ ρz2
(
Lt

a (α1, β) f (z)
)′

=
∫

|x|=1
Ψ(xz) dm (x) ≺ h (z)

This shows that f (z) ∈ Σa,t
α1,β (ρ; h) and the theorem

is proved.

Theorem 11 Let0 < α1 < α2. Then

Σa,t
α2,β (ρ; h) ⊂ Σa,t

α1,β (ρ; h) .

Proof: Define

g (z) = z +
∞∑

n=1

∣∣∣∣∣
(α1)n+1

(α2)n+1

∣∣∣∣∣ z
n+1

(z ∈ U ; 0 < α1 < α2) .

Then,

z2φ̃ (α1, α2 ; z) = g(z) ∈ A (36)

where φ̃ (α1, α2 ; z) is define as in (??), and

z

(1− z)α2
∗ g (z) =

z

(1− z)α1
. (37)

By (37), we see that:

z

(1− z)α2
∗ g (z) ∈ S∗

(
1− α1

2

)
⊂ S∗

(
1− α2

2

)

for 0 < α1 < α2, which implies that:

g (z) ∈ R

(
1− α2

2

)
(38)

Let f (z) ∈ Σa,t
α2,β (ρ; h). Then we deduce from (33),

(34) and (36) that:

(1 + ρ) z
(
Lt

a (α1, β) f (z)
)

+ ρz2
(
Lt

a (α1, β) f (z)
)′

=
g(z)
z

∗Ψ(z) =
g(z) ∗ (zΨ(z))

g(z) ∗ z
, (39)

where

Ψ(z) = (1 + ρ) z
(
Lt

a (α2, β) f (z)
)

+ρz2
(
Lt

a (α2, β) f (z)
)′ ≺ h (z) . (40)

Since z belongs to S∗
(
1− α2

2

)
and h(z) is convex

univalent in U , it follows from (38), (39), (40) and
Lemma 5 that:

(1 + ρ) z
(
Lt

a (α1, β) f (z)
)

+ρz2
(
Lt

a (α1, β) f (z)
)′ ≺ h (z)

Thusf (z) ∈ Σa,t
α1,β (ρ; h) and the proof is completed.

WSEAS TRANSACTIONS on MATHEMATICS F. Ghanim

E-ISSN: 2224-2880 288 Volume 16, 2017



References:

[1] S. G. Krantz, Meromorphic functions and singu-
larities at infinit , Handbook of Complex Vari-
ables., Boston, MA: Birkhuser (1999),pp. 63-
68.

[2] F. Ghanim, Properties for Classes of Ana-
lytic Function Related to Integral Operator,
WSEAS TRANSACTIONS on MATHEMATICS
13 (2014),Art. 46, 477-483.

[3] F. Ghanim, Some Properties on a Certain Class
of Hurwitz Zeta function Related To linear op-
erator,16th International Conference on Math-
ematical Methods, Computational Techniques
and Intelligent Systems (MAMECTIS ’14). 2014,
35-39.

[4] F. Ghanim, A study of a certain subclass of
Hurwitz-Lerch-Zeta function related to a linear
operator, Abstract and Applied Analysis, Online
article (2013), http://www.hindawi.com /jour-
nals/aaa/2013/763756/abs/.

[5] A. W. Goodman, Functions typically-real and
meromorphic in the unit circle, Trans. Amer.
Math. Soc.81 (1956), 92-105.

[6] H. M. Srivastava, S. Gaboury and F. Ghanim,
Certain subclasses of meromorphically univalent
functions define by a linear operator associ-
ated with the λ-generalized Hurwitz-Lerch zeta
function, Integral Transforms Spec. Funct.(Ac-
cepted).

[7] H. M. Srivastava, S. Gaboury and F. Ghanim,
A unifie class of analytic functions involving
a generalization of the Srivastava-Attiya opera-
tor, Applied Mathematics and Computation(Ac-
cepted).

[8] H. M. Srivastava and H. L. Manocha, A Trea-
tise on Generating Functions, Halsted Press (El-
lis Horwoord Limited, Chichester), John Wiley
and Sons, New York, Chichester, Brisbane and
Toronto, 1984.

[9] H. M. Srivastava and A. A. Attiya, An inte-
gral operator associated with the Hurwitz-Lerch
Zeta function and differential subordination, In-
tegral Transforms and Special Functions, 18(3),
(2007), 207-216.

[10] H. M. Srivastava and J. Choi, Series associated
with the Zeta and related functions, Kluwer Aca-
demic Publishers, (2001).

[11] H. M. Srivastava, D. Jankov, T. K. Pogany, and
R. K. Saxena, Two-sided inequalities for the ex-
tended Hurwitz-Lerch Zeta function, Comput-
ers and Mathematics with Applications, 62 (1),
(2011), 516-522.

[12] H. M. Srivastava, R. K. Saxena, T. K. Pogany,
and R. Saxena, Integral transforms and special
functions, Appl. Math. Comput., 22 (7), (2011),
487-506.

[13] J. Dziok and H. M. Srivastava, Certain sub-
classes of analytic functions associated with the
generalized hypergeometric function, Integral
Transforms Spec. Funct., 14 (1)(2003), 7-18.

[14] F. Ghanim and M. Darus,, New Subclass of Mul-
tivalent Hypergeometric Meromorphic Func-
tions, , International J. of Pure and Appl. Math.,
61 (3)(2010), 269-280.

[15] F. Ghanim and M. Darus, New result of
analytic functions related to Hurwitz-Zeta
function, The Scientific World Journal, vol.
2013, Article ID 475643, 5 pages, 2013.
doi:10.1155/2013/475643.

[16] J. L. Liu and H. M. Srivastava, Certain properties
of the Dziok-Srivastava operator, Appl. Math.
Comput., 159, (2004), 485-493.

[17] J. L. Liu and H.M. Srivastava, Classes of mero-
morphically multivalent functions associated
with the generalized hypergeometric function ,
Math. Comput. Modelling, 39 (1)(2004),21-34.

[18] S.S. Miller, P.T. Mocanu, Differential subordina-
tions and univalent functions, Michigan Math.J.,
28(1981), 157-171.

[19] St. Ruscheweyh, Convolutions in Geometric
Function Theory, Sem. Math. Sup. 83, Presses
Univ. Montreal 1982.

WSEAS TRANSACTIONS on MATHEMATICS F. Ghanim

E-ISSN: 2224-2880 289 Volume 16, 2017




