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Abstract: By Fichera-Oleinik Rule, how to give a homogeneous boundary condition to assure the posedness of the equation

$$\partial_{xx}u + u\partial_y u - \partial_t u = f(x, y, t, u), (x, y, t) \in Q_T = \Omega \times (0, T),$$

is researched. By introducing a new kind of entropy solution, in which the trace $\gamma(\frac{n}{\partial x})$, $x_i = x$ or $y$, on the boundary of $\Omega$ is avoided. By the parabolic regularization method, the uniformly estimate of the gradient is obtained, and using Kolmogoroff’s theorem, the solvability of the equation in $BV(Q_T)$ is obtained.
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1 Introduction

In this paper, we consider the initial boundary value problem of the following partial differential equation

$$\partial_{xx}u + u\partial_y u - \partial_t u = f(\cdot, u), \quad (x, y, t) \in Q_T = \Omega \times (0, T),$$

where $(x, y, t) \in Q_T = \Omega \times (0, T)$, $\Omega \subset \mathbb{R}^2$ is a bounded domain with the suitably smooth boundary $\partial\Omega$. The equation (1) arises in mathematics finance [1], arises when studying nonlinear physical phenomena such as the combined effects of diffusion and convection of matter [2]. Antonelli, Barucci and Mancino [1] introduced a new model for agent’s decision under risk, in which the utility function is the solution of equation (1). Under the assumption of that $f$ is a uniformly Lipschitz continuous function, Crandall, Ishii and Lions [3], Citti, Pascucci and Polidoro [4], Antonelli and Pascucci [5], step by step, they had proved that there is a local classical solution of Cauchy problem of equation (1).

Clearly, equation (1) is a degenerate parabolic equation on account of that it lacks the second order partial derivative term $\partial_{yy}u$. As for the existence and uniqueness of the global weak solution for Cauchy problem of equation (1), there are some different ways to deal with them, for examples, equation (1) is the special case of the degenerate parabolic equations discussed in [6-7] etc. The other related results in the posedness of the degenerate parabolic equations, one can refer to [8-12, 27-28]. However, the author [13] had shown that the global weak solution of equation (1) can not be a classical solution generally. In other words, some blow-up phenomena happen in finite time.

As for the boundary value problem of equation (1), if $\Omega = (0, R) \times (0, N) \subset \mathbb{R}^2$ and the non-negative solutions is considered, according to Fichera-Oleinik Rule, using Oleinik’s line method (see [14], the author had got the local classical solution of (1) in [15],[16]. If $\Omega \subset \mathbb{R}^2$ is a general bounded domain with suitably smooth boundary $\partial\Omega$, very recently, the author [17] has researched the posedness of the solutions of equation (1) with the initial value condition

$$u(x, y, 0) = u_0(x, y), (x, y) \in \Omega,$$ (2)

and the part boundary value condition. In details, only on the portion of the boundary

$$\Sigma_3 = \{(x, y, t) \in \partial\Omega \times [0, T) : n_1(x, y, t) \neq 0\},$$ (3)

is endowed the homogeneous boundary value condition

$$u(x, y, t) = 0, (x, y, t) \in \Sigma_3,$$ (4)

and $\vec{n} = \{n_1, n_2, 0\}$ is the inner unit normal vector of $\partial\Omega$.

However, [17] did not explain that why the homogeneous boundary value condition (4) is endowed on the portion of the boundary (3). In this paper, we shall give an explanation to the conditions (3)-(4) by Fichera-Oleinik Rule, then we shall give a new kind of entropy solution to the problem (1)-(2)-(4), the advantage of the approach was that the boundary condition was implicitly contained in the entropy inequalities.
We shall use the general parabolic regularization method to prove the existence of the solution, in other words, the initial boundary value problem of the following equation is considered

\[
\varepsilon \Delta u_x + \partial_{xx} u_x + u_x \partial_y u_x - \partial_t u_x = f(x, y, t, u_x), (x, y, t) \in \Omega \times (0, T).
\]  

(5)

In order to prove the compactness of \( \{u_x\} \), we need to adjust the right side of \( \{u_x\} \). However, since for the limit function \( u \) of a certain subsequence of \( \{u_x\} \), \( \partial u \) and \( \partial u_y \) need not have the trace \( \gamma(\partial u) \), \( x_i = x \) or \( y \), on the boundary of \( \Omega \), we have to make a detour to avoid \( \gamma(\partial u) \) in defining the solution, this method is inspired by [18]. At the same time, we use some ideas of [6-7] to prove the existence of the solution. As for the stability of the solutions, it is able to be proved by a similar way as [17].

2 Fichera-Oleinik Rules and the applications

Early as in 50-60s of the last century, Fichera [19-20] and Oleinik [21-22] developed and perfected the general theory of second order equation with nonnegative characteristic form, which, in particular contains those degenerating on the boundary. We can call it as Fichera-Oleinik Rule. By the rule, for a linear degenerate elliptic equation,

\[
\sum_{r,s=1}^{N+1} a^{rs}(x) \partial_{x_r}^2 u + \sum_{r=1}^{N+1} b_r(x) \partial_{x_r} u + c(x)u = f(x), x \in \tilde{\Omega} \subset R^{N+1}
\]  

(6)

if one wants to consider the boundary value problem of (6), it needs only and needs to give part boundary condition. In details, let \( \{n_s\} \) be the inner unit normal vector of \( \partial \tilde{\Omega} \) and denote that

\[
\Sigma_2 = \{x \in \partial \tilde{\Omega} : a^{rs} n_r n_s = 0, (b_t - a^{rs}) n_r < 0\},
\]

\[
\Sigma_3 = \{x \in \partial \tilde{\Omega} : a^{rs} n_r n_s > 0\}.
\]

Then, to ensure the posedness of equation (6), Fichera-Oleinik Rule tells us that the suitable boundary condition is

\[
u|_{\Sigma_2} \cup \Sigma_3 = g(x).
\]  

(7)

In particular, if the matrix \( (a^{rs}) \) is positive definite, (7) is just the usual Dirichlet boundary condition.

Now, for the nonlinear heat equation

\[
u_t = \Delta A(u),
\]  

(8)

with the existence of \( A^{-1} \), in other words, equation (8) is weakly degenerate, then let \( v = A(u) \), \( u = A^{-1}(v) \),

\[
\Delta v - (A^{-1}(v))_r = 0.
\]  

(9)

According to Fichera-Oleinik Rule, we know that we can require the whole Dirichlet homogeneous boundary condition.

But, when considering the following anisotropic degenerate parabolic equation

\[
\frac{\partial u}{\partial t} = \partial u_x (a^{ij}(u) \partial u_x) + \partial b_i(u) + f(u, x, t), (x, t) \in \Omega \times (0, T),
\]  

(10)

if the inverse matrix \( A^{-1} = (a_{ij}^{-1}) \) is not existential, we can not deal with it as (9). Rewrite equation (10) as

\[
\frac{\partial u}{\partial t} = a^{ij}(u) \partial^2 u + a^{ij}(u) \partial u_x \partial u_x + \partial b_i(u) + f(u, x, t); \text{ in } QT = \Omega \times (0, T),
\]  

the domain is a cylinder \( \Omega \times (0, T) \). If we let \( t = x_{N+1} \) and regard the degenerate parabolic equation (11) as the form of a ”linear” degenerate elliptic equation as (6),

\[
(a^{rs})_{(N+1) \times (N+1)} = \begin{pmatrix}
a^{ij} & 0 \\
0 & 0
\end{pmatrix}.
\]  

(11)

If \( a^{ij}(0) = 0 \), which means that equation (11) is not only strongly degenerate in the interior of \( \Omega \), but also on the boundary \( \partial \Omega \). Then \( \Sigma_3 \) is an empty set. While

\[
\tilde{b}_s(x, t) = \begin{cases}
\frac{b_s'(u) + a^{ij}(u) \partial u_x}{x_{N+1}}, & 1 \leq s = i \leq N, \\
-1, & s = N + 1
\end{cases}
\]  

(12)

Under this observation, according to Fichera-Oleinik Rule, the initial value condition (2) is always needed, but on the lateral boundary \( \partial \Omega \times (0, T) \), by \( a^{ij}(0) = 0 \), the portion of the boundary on which we can give the boundary value is

\[
\Sigma_p = \{x \in \partial \Omega : (b_s'(0) + a^{ij}(0) \partial u_x |_{x \in \partial \Omega}) n_i < 0\}
\]
\[ \{x \in \partial \Omega : b'_i(0) n_i < 0\}. \quad (13) \]

where \( \{n_i\} \) be the unit inner normal vector of \( \partial \Omega \).

Though (13) seems reasonable and beautiful, whether the term \( \frac{\partial u}{\partial x_i} \mid_{x \in \partial \Omega} \) has a explicit definition is unclearly, unless that equation (10) has a classical solution. In fact, due to the strongly degenerate property of (a1), equation (10) generally only has weak solution. For example, if we consider the solution of equation (10) in BV sense, then we can not define the trace of \( \frac{\partial u}{\partial x_i} \) on \( \partial \Omega \), which means that we also can not define

\[ \Sigma = \{ x \in \partial \Omega : (b'_i(0)) \frac{\partial u}{\partial x_i} \mid_{x \in \partial \Omega} - a^{ij'}(0) \frac{\partial u}{\partial x_j} \mid_{x \in \partial \Omega} n_i < 0 \}. \]

Fortunately, only if \( b_i(s) \) is derivable, then

\[ \Sigma_p = \{ x \in \partial \Omega : b'_i(0) n_i < 0 \}. \quad (14) \]

has a definite sense, and we can conjecture that we can require the homogeneous boundary value condition on it, one can refer to [27].

If without the assumption of that \( a^{ij}(0) = 0 \), according to Fichera-Oleinik Rule, except the initial value (2), the suitable homogeneous boundary value for equation (11) is

\[ u \mid_{\Sigma_p} = 0, \quad (15) \]

where

\[ \Sigma_p = \{ x \in \partial \Omega : b'_i(0) n_i(x) < 0 \} \]

\[ \bigcup \{ x \in \partial \Omega : a^{ij}(0) n_i(x) n_j(x) > 0 \}. \]

Let us come back to the main equation (1) in our paper. By comparing (1) to (6), we has the special form

\[ (a^{ij}) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \]

and

\[ b_2(u) = \frac{1}{2} u^2, \quad b_1(u) = 0. \]

By the above discussion, according to Fichera-Oleinik Rule, the initial value condition (2) is always needed, but on the lateral boundary \( \partial \Omega \times (0, T) \), it is not difficult to observe that

\[ \Sigma_p = \{ x \in \partial \Omega : a^{ij} n_i n_j > 0 \} = \{ x \in \partial \tilde{\Omega} : n_1(x) \neq 0 \}. \]

Thus we give a reasonable explanation of the boundary value condition (4).

3 The definition of the solution

Following references [23-24], \( u \in BV(Q_T), Q_T = R^N \times (0, T), \) if and only if \( u \in L_{loc}^1(Q_T) \) and

\[ \int_0^T \int_{B_p} \left| u(x_1 + h_1, \cdots, x_N + h_N, t + h_{N+1}) - u(x_1, t) \right| \, dx \, dt \leq K \mid h \mid, \]

where

\[ B_p = \{ x \in R^N : \mid X \mid < \rho \}, \quad h = (h_1, h_2, \cdots, h_N, h_{N+1}) \]

and \( K \) is a positive constant. This is equivalent to that the generalized derivatives of every function in \( BV(Q_T) \) are regular Radon measures on \( Q_T \).

Let \( \Gamma_u \) be the set of all jump points of \( u \in BV(Q_T), v \) the normal of \( \Gamma_u \) at \( X = (x, t) \), \( u^+(X) \) and \( u^-(X) \) the approximate limits of \( u \) at \( X \in \Gamma_u \) with respect to \( (v, Y - X) > 0 \) and \( (v, Y - X) < 0 \) respectively. For continuous function \( p(u, x, t) \) and \( u \in BV(Q_T) \), define

\[ \overline{p}(x, t, u) = \int_0^1 p(x, t, \tau u^+ + (1 - \tau)u^-) \, d\tau, \]

which is called the composite mean value of \( p \). For a given \( t \), we denote \( \Gamma_u^t, \quad H^t, (v_1^t, \cdots, v_N^t) \) and \( u^{\pm}_t \) as all jump points of \( u(\cdot, t) \), Hausdorff measure of \( \Gamma_u^t \), the unit normal vector of \( \Gamma_u^t \), and the asymptotic limit of \( u(\cdot, t) \) respectively. Moreover, if \( f(s) \in C^1(R) \), \( u \in BV(Q_T) \), then \( f(u) \in BV(Q_T) \) and

\[ \frac{\partial f(u)}{\partial x_i} = \tilde{f}(u) \frac{\partial u}{\partial x_i}, \quad i = 1, 2, \cdots, N. \quad (16) \]

Let \( S_\eta(s) = \int_0^s h_\eta(\tau) \, d\tau \) for small \( \eta > 0 \). Here

\[ h_\eta(s) = \frac{s}{\eta} \left( 1 - \frac{|s|}{\eta} \right). \]

Obviously \( h_\eta(s) \in C(R) \) and

\[ h_\eta(s) \geq 0, \quad \mid s h_\eta(s) \mid \leq 1, \quad \mid S_\eta(s) \mid \leq 1; \]

\[ \lim_{\eta \to 0} S_\eta(s) = \text{sgn}(s), \quad \lim_{\eta \to 0} S_\eta(s) = 0, \quad (17) \]

where \text{sgn} represents the sign function. In what follows, the dimension of the space variables is \( N = 2 \).

Definition 1 A function \( u \) is said to be the entropy solution of (1)-(2)-(4), if

1. \( u \in BV(Q_T) \cap L^\infty(Q_T), \) and there exist the function \( g^1 \in L^2(Q_T), \) such that

\[ \int_0^T \int_{Q_T} g^0(x, y, t) \varphi(x, y, t) \, dx \, dy \, dt \]

\[ = \int_0^T \int_{Q_T} \frac{\partial u}{\partial x} \varphi(x, y, t) \, dx \, dy \, dt, \quad (18) \]
for any $\varphi(x,y,t) \in L^2(Q_T)$. 
2. For any $\varphi_1, \varphi_2 \in C^2(Q_T)$, $\varphi_1 \geq 0$, $\varphi_1|_{\partial \Omega} = 0$, $\varphi_1|_{\Sigma_1 \Omega} = 0$, $\varphi_1|_{\partial \mathbb{O} \times [0,T]} = \varphi_2|_{\partial \mathbb{O} \times [0,T]}$, and $\text{supp} \varphi_2, \text{supp} \varphi_1 \subset \Omega \times (0,T)$, for any $k \in R$, for any small $\eta > 0$, $u$ satisfies 
\[
\int \int_{Q_T} [I_0(u-k)\varphi_{1t} - B_0(u,k)\varphi_{1y} + I_0(u-k)\varphi_{1xx} - f(\cdot,u)S_0(u-k)\varphi_{1y} + I_0(u-k)\varphi_{1xx} + s_0] \, dx \, dt
\]
\[
= \int_{\bar{\Omega}} \frac{1}{2} \int_0^T \int_0^1 s^2 \Sigma_m(s-k) \, ds \, |\nabla \varphi_{1n2}| \, dx \, dt \geq 0. \tag{19}
\]
for any $k \in R$, $\eta > 0$. Here 
\[
B_0(u,k) = -\int_k^u sS_0(s-k) \, ds,
\]
\[
I_0(u-k) = \int_0^{u-k} S_0(s) \, ds.
\]
3. The initial value is satisfies in the sense 
\[
\lim_{t \to 0} \int_\Omega |u(x,y,t) - u_0(x,y)| \, dx \, dy = 0. \tag{20}
\]
Clearly, by (19), we have 
\[
\int \int_{Q_T} [I_0(u-k)\varphi_{1t} - B_0(u,k)\varphi_{1y} + I_0(u-k)\varphi_{1xx} - f(\cdot,u)S_0(u-k)\varphi_{1y} + I_0(u-k)\varphi_{1xx} + s_0] \, dx \, dt
\]
\[
= \int_{\bar{\Omega}} \frac{1}{2} \int_0^T \int_0^1 s^2 \Sigma_m(s-k) \, ds \, |\nabla \varphi_{1n2}| \, dx \, dt \geq 0.
\]
Let $\eta \to 0$ in this inequality. One has 
\[
\int \int_{Q_T} \left[|u-k|\varphi_{1t} + \frac{1}{2} sgn(u-k)(u^2-k^2)\varphi_{1y} + |u-k|\varphi_{1xx} - f(\cdot,u)sgn(u-k)\varphi_{1y} + I_0(u-k)\varphi_{1xx} + s_0\right] \, dx \, dt
\]
\[
= \int_{\bar{\Omega}} \frac{1}{2} \int_0^T \int_0^1 s^2 \Sigma_m(s-k) \, ds \, |\nabla \varphi_{1n2}| \, dx \, dt \geq 0.
\]
Moreover, let $\varphi_2 = 0$ and so $\varphi_1|_{\Sigma_1} = 0$. We have 
\[
\int \int_{Q_T} \left[|u-k|\varphi_{1t} + \frac{1}{2} sgn(u-k)(u^2-k^2)\varphi_{1y} + |u-k|\varphi_{1xx} - f(\cdot,u)sgn(u-k)\varphi_{1y} + I_0(u-k)\varphi_{1xx} + s_0\right] \, dx \, dt
\]
\[
= \int_{\bar{\Omega}} \frac{1}{2} \int_0^T \int_0^1 s^2 \Sigma_m(s-k) \, ds \, |\nabla \varphi_{1n2}| \, dx \, dt \geq 0.
\]
This is just the entropy solution defined in [23-24]. Thus if $u$ is the entropy solution in Definition 1, then $u$ is a entropy solution defined in general cases.

By the way, it is clear of that the function $\varphi(x,t) \in C^0_0(Q_T)$ satisfies the request of function $\varphi_1$ in Definition 2.1. We do not choose the function $\varphi(x,t) \in C^0_0(Q_T)$ as the testing function in Definition 1, since we need the boundary value of $\varphi_1$, on which the relationship between itself with another testing function $\varphi_2$ can be based. Thus, we can succeed to avoid the trace of $\gamma(\frac{\partial u}{\partial t})$ in defining the solution.

We shall prove the following theorem.

**Theorem 2** Suppose $u_0(x) \in L^\infty(\Omega) \cap C^2(\Omega)$. If $f_x, f_y, f_t$ are bounded functions, and $f_u$ is bounded too when $u$ is bounded, then the equation (1) with the initial boundary value conditions (2)(3) has a entropy solution in the sense of Definition 1.

## 4 Proof of Theorem 2

**Lemma 3** [25] Assume that $\Omega \subset R^N$ is an open bounded set and let $g_k, f \in L^q(\Omega)$, as $k \to \infty$, $g_k \to f$ weakly in $L^q(\Omega), 1 \leq q < \infty$. Then 
\[
\inf_{k \to \infty} \| g_k \|_{L^q(\Omega)} \geq \| g \|_{L^q(\Omega)}.
\]

We now consider the following regularized problem 
\[
\varepsilon \Delta u + \partial_{xx} u + u \partial_y u - \partial_t u = f(\cdot,u), (x,y,t) \in \Omega \times (0,T), \tag{21}
\]
with the compatible initial value (2) and the homogeneous boundary value condition 
\[
u(x,y,t) = 0, (x,y,t) \in \Sigma = \partial \Omega \times [0,T]. \tag{22}
\]
Under the assumptions of Theorem 2, it is well known that there is a classical solution $u_0$, the initial boundary value problem of (21) with (2)-(22), e.g. one can refer to the chapter 8 of [26].

We need to make some estimates for $u_0$ of (21). Firstly, since $u_0(x) \in L^\infty(\Omega)$, by the maximum principle, we have 
\[
|u_0| \leq \| u_0 \|_{L^\infty} \leq c. \tag{23}
\]
Secondly, let’s make the $BV$ estimates of $u_0$.

**Lemma 4** [18] Let $u_0$ be the solution of (21) with (2)-(22). If the assumptions of Theorem 2 are true, then 
\[
\varepsilon \int \int_{\partial \Omega} |\frac{\partial u_0}{\partial n}| \, d\sigma \leq c_1 + c_2 (|\text{grad} u_0|_{L^1(\Omega)} + |\frac{\partial u_0}{\partial t}|_{L^1(\Omega)}).
\]
with constants $c_i, i = 1, 2$ independent of $\varepsilon$, where $\bar{n} = \{n_1, n_2\}$ is the inner normal vector of $\Omega$. 
Theorem 5 Let \( u_\varepsilon \) be the solution of (21)-(2)-(22). If the assumptions of Theorem 2 are true, then
\[
|\text{grad} u_\varepsilon|_{L^1(\Omega)} \leq c. \tag{24}
\]
where \( |\text{grad} u_\varepsilon|^2 = \sum_{i=1}^{2} \frac{\partial u_\varepsilon}{\partial x_i}^2 + \frac{\partial u_\varepsilon}{\partial y}^2 \), \( c \) is independent of \( \varepsilon \), and \( x_1 = x, x_2 = y \).

Proof In what follows, we simply denote the solution of (21)-(2)-(22), \( u_\varepsilon \), as \( u \), denote \( x_1 = x, x_2 = y, x_3 = t, dx = dx_1dx_2 \), and the dual index of \( i \) represents the sum from 1 to 2, the dual index of \( s \) or \( p \) represents the sum from 1 to 3. Differentiate (21) with respect to \( x_s, s = 1, 2, 3 \), and sum up for \( s \) after multiplying the resulting relation by \( u_{x_s} \frac{S_\eta(\text{grad} u)}{|\text{grad} u|} \), then integrating over \( \Omega \) yields
\[
\int_\Omega \frac{\partial u_{x_s}}{\partial t} u_{x_s} \frac{S_\eta(\text{grad} u)}{|\text{grad} u|} \frac{dx}{dx} = \int_0^1 \frac{\partial}{\partial t} \int_0^\|\text{grad} u\| \frac{S_\eta(\tau)}{|\text{grad} u|} d\tau dx + \int_\Omega I_\eta(\|\text{grad} u\|) dx. \tag{25}
\]
where \( \xi_s = u_{x_s}, d\sigma \) is the surface integrable unit.

\[
\int_\Omega \frac{\partial}{\partial x_s} \frac{\partial}{\partial x_\tau} S_\eta(\text{grad} u) \frac{dx}{dx} = \int_\Omega \frac{\partial}{\partial t} u_{x_s} \frac{S_\eta(\text{grad} u)}{|\text{grad} u|} \frac{dx}{dx} = \int_\Omega u_{x_s, n_1} \frac{\partial}{\partial \xi_s} I_\eta(\|\text{grad} u\|) d\sigma \tag{26}
\]

\[
-\int_\Omega \frac{\partial^2 I_\eta(\text{grad} u)}{\partial \xi_s \partial \xi_p} \frac{dx}{dx} = -\int_\Omega \frac{\partial}{\partial \xi_s} u_{x_s, n_1} \frac{S_\eta(\text{grad} u)}{|\text{grad} u|} \frac{dx}{dx} + \int_\Omega \frac{\partial}{\partial \xi_s} \frac{S_\eta(\text{grad} u)}{|\text{grad} u|} \frac{dx}{dx}.
\]

By the assumption of that \( f_t, f_x, f_y \) are bounded, and \( f_u \) is bounded due to \( |u| \leq c \), then
\[
\int_\Omega \frac{\partial f(x, y, t, u)}{\partial x_s} S_\eta(\|\text{grad} u\|) \frac{dx}{dx} \leq c \int_\Omega |\text{grad} u| dx. \tag{29}
\]

From (25)-(29), we have
\[
\int_\Omega \frac{\partial}{\partial t} \frac{\text{grad} u_\varepsilon}{\text{grad} u} dx = -\int_\Omega \frac{\partial^2 I_\eta(\text{grad} u)}{\partial \xi_s \partial \xi_p} u_{x_s, x_s} u_{x_s, x_s} dx - \int_\Omega \frac{\partial}{\partial \xi_s} \frac{S_\eta(\text{grad} u)}{|\text{grad} u|} \frac{dx}{dx} \leq c \int_\Omega |\text{grad} u| dx.
\]

Observing that on \( \Sigma = \partial \Omega \times [0, T) \),
\[
u = 0, u_{x_3} = u_t |\Sigma = \delta = 0,
\]
and so we have
\[
\partial_{xx} u |\Sigma + \varepsilon \Delta u |\Sigma = f(x, y, t, 0). \tag{31}
\]
then the surface integral in (30) just remains the following term
\[
S = \varepsilon \int_\Omega \frac{\partial I_\eta(\text{grad} u)}{\partial x_i} n_i d\sigma + \varepsilon \int_\Omega \frac{\partial I_\eta(\text{grad} u)}{\partial x_i} n_i d\sigma
\]

By Lemma 4, using (31), it is able to deduce that \( \lim_{\eta \to 0} S \) can be estimated by \( |\text{grad} u|_{L^1(\Omega)} \), one can refer to [18] for details.

Thus, by (30), letting \( \eta \to 0 \), and noticing that
\[
\lim_{\eta \to 0} \left| \frac{\text{grad} u_\varepsilon}{\text{grad} u} - I_\eta(\|\text{grad} u\|) \right| = 0,
\]
we have
\[
\frac{d}{dt} \int_\Omega |\text{grad} u| dx \leq c_1 + c_2 \int_\Omega |\text{grad} u| dx. \tag{32}
\]
by the well-known Gronwall Lemma, we have
\[
\int_\Omega |\text{grad} u| dx \leq c, \tag{33}
\]
where \( c \) is constant independent of \( t \). By (33), using the equation (21), it is easy to show that

\[
\int \int_{Q_T} |u_{x_1}|^2 \, dx \, dx \, dt = \int \int_{Q_T} |u_x|^2 \, dx \, dy \, dt \leq c.
\]

(34)

Now, we denote back that \( u_e \) is the solution of (21). Thus by Kolmogoroff’s theorem, there exists a subsequence \( \{u_{e_n}\} \) of \( u_e \) and a function \( u \in BV(Q_T) \cap L^\infty(Q_T) \) such that \( u_{e_n} \) is strongly convergent to \( u \), and so \( u_{e_n} \to u \) a.e. on \( Q_T \). By (34), there exist functions \( g^1 \in L^2(Q_T) \) and a subsequence of \( \{\varepsilon\} \), we can simply denote this subsequence as \( \varepsilon \) itself, such that when \( \varepsilon \to 0 \),

\[
\frac{\partial u_{e, \varepsilon}}{\partial x} \rightarrow g^1, \text{ in } L^2(Q_T).
\]

We now prove that \( u_{e, \varepsilon} \) is a generalized solution of the original problem (1)-(2)-(4). Let \( \varphi \in C^2(Q_T), \varphi \geq 0, \text{ supp}\varphi \subset \Omega \times (0, T), \varphi|_{\Omega \times [0, T]} = 0, \varphi|_{\partial\Omega} = 0 \). Multiply (21) by \( \varphi_1 S_\eta \), and integrate over \( Q_T \), obtain

\[
\int \int_{Q_T} \frac{\partial u_{e, \varepsilon}}{\partial t} \varphi_1 S_\eta(u_{e, \varepsilon}) \, dx \, dy \, dt = \int \int_{Q_T} \frac{\partial u_{e, \varepsilon}}{\partial x} \varphi_1 S_\eta(u_{e, \varepsilon}) \, dx \, dy \, dt + \varepsilon \int \int_{Q_T} \Delta u_{e, \varepsilon} \varphi_1 S_\eta(u_{e, \varepsilon}) \, dx \, dy \, dt
\]

\[
+ \int \int_{Q_T} u_{e, \varepsilon} u_{e, \varepsilon} \varphi_1 S_\eta(u_{e, \varepsilon}) \, dx \, dy \, dt + \int \int_{Q_T} f(x, y, t, u_{e, \varepsilon}) \varphi_1 S_\eta(u_{e, \varepsilon}) \, dx \, dy \, dt.
\]

(35)

Let’s calculate every term in (35) by the part integral method.

\[
\int \int_{Q_T} \frac{\partial u_{e, \varepsilon}}{\partial t} \varphi_1 S_\eta(u_{e, \varepsilon}) \, dx \, dy \, dt = -\int \int_{Q_T} I_\eta(u_{e, \varepsilon}) \varphi_1 \, dx \, dy \, dt.
\]

(36)

\[
\varepsilon \int \int_{Q_T} \Delta u_{e, \varepsilon} \varphi_1 S_\eta(u_{e, \varepsilon}) \, dx \, dy \, dt = \varepsilon \int \int_{\partial\Omega} \nabla u_{e, \varepsilon} \cdot \vec{n} \varphi_1 S_\eta(u_{e, \varepsilon}) \, dtd\sigma
\]

\[
- \varepsilon \int \int_{Q_T} \nabla u_{e, \varepsilon} (S_\eta(u_{e, \varepsilon}) - k) \nabla \varphi_1 + \varphi_1 S_\eta'(u_{e, \varepsilon}) \nabla u_{e, \varepsilon} \, dr \, dt \, ds.
\]

From (35)-(40), we have

\[
-\varepsilon \int \int_{Q_T} \nabla u_{e, \varepsilon} \cdot \varphi_1 S_\eta(u_{e, \varepsilon}) \, dx \, dy \, dt
\]

\[
-\varepsilon \int \int_{Q_T} \nabla u_{e, \varepsilon} \cdot \varphi_1 S_\eta(u_{e, \varepsilon}) \, dx \, dy \, dt
\]

\[
+ \int \int_{Q_T} S_\eta(u_{e, \varepsilon}) \varphi_1 \, dx \, dy \, dt
\]

\[
- \int \int_{Q_T} B_\eta(u_{e, \varepsilon}) \varphi_1 \, dx \, dy \, dt
\]

\[
- \int \int_{Q_T} S_\eta(u_{e, \varepsilon}) \varphi_1 \, dx \, dy \, dt
\]

\[
- \int \int_{Q_T} B_\eta(u_{e, \varepsilon}) \varphi_1 \, dx \, dy \, dt
\]
Taking \( \varphi_2 \in C^2(\bar{Q}_T) \),
\[
\varphi_1|_{\partial \Omega \times [0, \bar{t}]} = \varphi_2|_{\partial \Omega \times [0, T]},
\]
and \( \text{supp} \varphi_2 \subset \Omega \times (0, T) \), we get
\[
\begin{align*}
& - \varepsilon S_\eta(k) \int_0^T \int_{\partial \Omega} \nabla u_{\varepsilon} \cdot \nabla \varphi_1 \, dt \, ds \varphi \bigg| \partial \Omega \times [0, \bar{t}] \bigg) = 0. \quad (41)
\end{align*}
\]
\[
\begin{align*}
& \text{By Lemma 3,}
& \lim_{\varepsilon \to 0} \inf \int \int_{Q_T} S_\eta^i(u_{\varepsilon} - k) \frac{\partial u_{\varepsilon}}{\partial x} \frac{\partial u_{\varepsilon}}{\partial x} \varphi_1 \, dx \, dy \, dt
& \geq \int \int_{Q_T} \varphi_1 \, dx \, dy \, dt. \quad (45)
\end{align*}
\]

5 The stability of the solutions

In the last section of the paper, we give the stability of the solutions in the sense of Definition 1. The proof is similar as [17], so we only give the outlines.

**Lemma 6** [6] Let \( u \) be a solution of (1)-(2)-(3). Then
\[
(u^+ - u^-) v_1 = 0, \text{ a.e. } (x, y, t) \text{ on } \Gamma_u. \quad (46)
\]
which is true in the sense of Hausdorff measure \( H_2(\Gamma_u) \).

The lemma can be proved in a similar way as the proof of Lemma 6.1 in [6], we omit the details here.

Let \( u, v \) be two entropy solutions of (1) with initial values
\[
u(x, y, t) = u(x, y, t) = v(x, y, t) = 0 \quad (47)
\]
and with the homogeneous boundary value
\[
u(x, y, t) = v(x, y, t) = 0 \quad \text{when } (x, y, t) \in \Sigma_3.
\]
For simplicity, we denote the spatial variables \((x, y)\) as \((x_1, x_2)\) or \((y_1, y_2)\) in what follows, and correspondingly, \(dx = dx_1dx_2, dy = dy_1dy_2\).

Let \(\varphi_1 = \varphi_2 = \varphi(x, t) \in C_0^\infty(Q_T)\). Then we have
\[
\int_{Q_T} [I_\eta(u-k)\varphi_t - B_\eta(u, k)\varphi_x + I_\eta(u-k)\varphi_{x_1x_1} - S'_\eta(u-k) | g^1(u) |^2 \varphi - f(\cdot, u)S_\eta(u-k)\varphi]dxdt \geq 0, \tag{48}
\]
\[
\int_{Q_T} [I_\eta(v-l)\varphi_t - B_\eta(v, l)\varphi_y + I_\eta(v-l)\varphi_{y_1y_1} - S'_\eta(v-l) | g^1(v) |^2 \varphi - f(\cdot, v)S_\eta(v-l)\varphi]dydt \geq 0. \tag{49}
\]

Let \(\psi(x, t, y, \tau) = \phi(x, t, j_h(x - y, t - \tau))\), where \(\phi(x, t) \geq 0, \phi(x, t) \in C_0^\infty(Q_T)\), and
\[
j_h(x - y, t - \tau) = \omega_h(t - \tau)\Pi_{k=1}^2(\omega_k(x_i - y_i)), \tag{50}
\]
\[
\omega_k(s) = \frac{1}{h}\omega\left(\frac{s}{h}\right), \omega(s) \in C_0^\infty(R),
\]
\[
\omega(s) \geq 0, \omega(s) = 0 \text{ if } |s| > 1,
\]
\[
\int_{-\infty}^{\infty} \omega(s)ds = 1. \tag{51}
\]

We choose \(k = v(y, \tau), l = u(x, t), \varphi = \psi(x, t, y, \tau)\) in (48) (49), integrate over \(Q_T\), plus them together, then we get
\[
\int_{Q_T} \int_{Q_T} \{[I_\eta(u - v)\psi_t + \psi_t] - (B_\eta(u, v)\psi_x + B_\eta(v, u)\psi_y) + I_\eta(u - v)\psi_{x_1x_1} + I_\eta(v - u)\psi_{y_1y_1} - S'_\eta(u - v) (| g^1(u) |^2 + | g^1(v) |^2) - [f(\cdot, u)S_\eta(u - v) + f(\cdot, v)S_\eta(v - u)] \} \varphi dxdt dydt. \tag{52}
\]

No, by Lemma 6, by Kruskov’s bi-variables method (c.f.[17]), we are able to obtain the following inequality
\[
\int_{Q_T} \{u(x, t) - v(x, t)|\phi_t + u - v | \phi_{x_1x_1} - \frac{1}{2} |sgn(u - v)(u^2 - v^2)| \phi_{x_2} - [f(\cdot, u) - f(\cdot, v)]sgn(u - v)\phi] dxdt \geq 0. \tag{53}
\]

**Theorem 7** Let \(0 \leq u \leq 1, 0 \leq v \leq 1\) be two solutions of equation (1) with the homogeneous boundary value \(\gamma u |_\Sigma_{3} = \gamma v |_\Sigma_{3} = 0\), and with the different initial values \(u_0(x_1, x_2), v_0(x_1, x_2) \in L^\infty(\Omega)\) respectively. Suppose that \(|f_u(\cdot, u)| \leq c\), and suppose the distance function \(d(x) = dist(x, \partial\Omega)\) satisfies that
\[
|d_{x_1x_1}| \leq c, \tag{54}
\]

near the boundary, then for any \(t \in (0, T)\),
\[
\int_{\Omega} |u(x_1, x_2, t) - v(x_1, x_2, t)| dx_1dx_2 \leq \int_{\Omega} |u_0(x_1, x_2) - v_0(x_1, x_2)| dx_1dx_2 + c \cdot ess \sup |u - v | \in (x, t) \in \Sigma_3 \times (0, T) . \tag{55}
\]

where \(\Sigma_3 = \partial\Omega \setminus \Sigma_3\).

**Proof** Now, we can choose \(\phi\) in (53) by
\[
\phi(x, t) = \omega_\lambda(x)\eta(t),
\]
where \(\eta(t) \in C_0^\infty(0, T), \omega_\lambda(x) \in C^2(\Omega)\) is defined as follows. For any given small enough \(0 < \lambda, 0 \leq \omega_\lambda \leq 1, \omega|_{\partial\Omega} = 0\) and
\[
\omega_\lambda(d) = 1, if \ d(x) = dist(x, \partial\Omega) \geq \lambda.
\]

when \(0 \leq d(x) \leq \lambda,
\]
\[
\omega_\lambda(d(x)) = 1 - \frac{(d(x) - \lambda)^2}{\lambda^2},
\]

Then
\[
|\omega'_\lambda(d)| \leq \frac{c}{\lambda}. \tag{56}
\]
\[
\omega''_\lambda(d) = -\frac{2}{\lambda^2}, if \ 0 < d \leq \lambda. \tag{57}
\]

Now,
\[
\phi_{x_1x_1} = \eta(t)(\omega_\lambda(d(x)))_{x_1x_1} = \eta(t)(\omega'_\lambda(d(x)))_{x_1} = \eta(t)|\omega''_\lambda(d)|d^2_{x_1} + \omega'_\lambda(d)d_{x_1x_1}. \tag{58}
\]

By the condition (54), \(|d_{x_1x_1}| \leq c\), and using the fact of that \(|d_{x_1}| \leq |\nabla d| = 1, i = 1, 2, 0 \leq f_u(\cdot, u) \leq c, 0 \leq u, v \leq c\), from (53), we have
\[
\int_{Q_T} |u(x, t) - v(x, t)| \phi_t dxdt 
\]
\[
+ c \int_{Q_T} |u(x, t) - v(x, t)| \phi dxdt
\]
\[
+ c \int_{Q_T} |u(x, t) - v(x, t)| \phi dxdt \geq 0. \tag{59}
\]
Here $\Omega_\lambda = \{ x : d(x) = \text{dist}(x, \partial \Omega) < \lambda \}$. By (56),

$$0 \leq \int_{Q_T} |u(x,t) - v(x,t)|\eta'(t)|\omega_\lambda(d)|dxdt + c \int_0^T \int_{\Omega_\lambda} \eta(t)||\omega_\lambda(d)|| |u - v| dxdt + c \int_{Q_T} |u(x,t) - v(x,t)|\eta(t)\lambda dxdt$$

$$\leq \int_{Q_T} |u(x,t) - v(x,t)|\eta(t)\lambda dxdt + c \int_0^T \eta(t)dt \frac{1}{\lambda} \int_{\Omega_\lambda} |u - v| dx$$

$$+ c \int_{Q_T} |u(x,t) - v(x,t)|\eta(t)\lambda dxdt.$$

As $\lambda \to 0$, according to the definition of the trace, by $\gamma u |_{\Sigma^s} = \gamma v |_{\Sigma^s} = 0$, we have

$$0 \leq \int_{Q_T} |u(x,t) - v(x,t)|\eta'(t)|\omega_\lambda(d)|dxdt + c \int_0^T \eta(t)|u - v|_{\partial \Omega} dt + c \int_{Q_T} |u(x,t) - v(x,t)|\eta(t)dxdt$$

$$= \int_{Q_T} |u(x,t) - v(x,t)|\eta'(t)|\omega_\lambda(d)|dxdt + c \int_0^T \eta(t)|u - v|_{\Sigma^s \times (0,T)} dt + c \int_{Q_T} |u(x,t) - v(x,t)|\eta(t)dxdt. \quad (60)$$

Let $0 < s < \tau < T$, and

$$\eta(t) = \int_{s-t}^{\tau-t} \alpha_\epsilon(s)ds, \quad \epsilon < \min\{\tau, T - s\}.$$

Here $\alpha_\epsilon(t)$ is the kernel of mollifier with $\alpha_\epsilon(t) = 0$ for $t \not\in (-\epsilon, \epsilon)$. Let $\epsilon \to 0$. Then

$$\int_{\Omega} |u(x,s) - v(x,s)|dx \leq \int_{\Omega} |u(x,\tau) - v(x,\tau)|dx + c \cdot \text{ess sup} |u - v|_{\Sigma^s \times (0,T)}$$

$$+ \int_s^\tau \int_{\Omega} |u(x,t) - v(x,t)|dxdt.$$

By Gronwall Lemma, the desired result follows by letting $s \to 0$,

$$|u(x,\tau) - v(x,\tau)|_{L^1(\Omega)} \leq |u(x,0) - v(x,0)|_{L^1(\Omega)} + c \cdot \text{ess sup} |u - v|_{\Sigma^s \times (0,T)} \cdot$$

we have the conclusion.
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