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Abstract: - In this paper, the linear system of m  equations in n  unknowns is formulated as a quadratic 
programming problem, and the least norm solution for the consistent or inconsistent system of the linear 
equations is investigated using the optimality conditions of the quadratic penalty function (QPF). In addition, 
several algebraic characterizations of the equivalent cases of the QPFs are given using the orthogonal 
decompositions and the generalized inverses of the coefficient matrices obtained from optimality conditions. It 
is seen that the least norm solution of the consistent or inconsistent system of the linear equations can be found 
with the penalty method. In addition, it is shown that the method can be applied to all systems of the linear 
equations to find the least norm solution. Numerical examples are presented by using the analytic results that 
were obtained. 
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1 Introduction  

In this paper, the system of the linear equations 
bx =A  is considered, where A is an nm×  matrix 

and b  is an 1×m  vector. It is assumed that the 
elements of A  and b  are real. We consider the 
general case of a rectangular matrix with rank nr ≤ , 
where the system bx =A  is underdetermined 
( nm < ), overdetermined ( nm > ) or square 
( nm = ). The system of the linear equations is 
investigated depending on the rank of the coefficient 
matrix of the system. Since the linear system 

bx =A  is consistent and the rank of the matrix A  is 
nr < , the system has infinite solutions. In this case, 

the minimum Euclidian-norm solution of the system 
happens to be of great interest [ 2, 3, 4, 14, 15, 19, 
27 ]. In addition, the system has a unique solution 
when nArank =)( . If the system bx =A  is 
inconsistent, then there is no solution for the system 
of the linear equations. We want to find the best 
approximate solution with minimum norm of the 
inconsistent system [ 3, 15, 27 ].  

 The least norm problem of the consistent linear 
system is formulated as an optimization problem 
and various methods and algorithms for obtaining 

minimum norm solution to the consistent linear 
system are developed by using the singular value 
decomposition, orthogonal decomposition, LU  
factorization and especially the generalized inverse 
of a matrix. [ 2, 3, 4, 8, 9, 19 ]. The optimal solution 
via QR  factorization and Lagrange multipliers are 
investigated and the least norm solution of a 
consistent linear equation bx =A  is given in the 
form a determinant, which reduces to Cramer’s rule 
if A  is nonsingular [2, 9, 14, 30 ].  

 It has been known for many years that the best 
approximate solution with minimum norm of the 
inconsistent system of the linear equations bx ≈A  
is obtained by several methods using singular value 
decomposition of a matrix and the generalized 
inverses, especially the least squares and the 
regularization methods [ 3, 5, 7, 12, 13, 15, 16, 17, 
21, 27 ]. Tikhonov regularization, which is the most 
popular regularization method, in its simplest form, 
replaces the linear system of bx =A  by the 
minimization problem 







 +− 22 1 xbx

x µAMin , 

WSEAS TRANSACTIONS on MATHEMATICS Suleyman Safak

E-ISSN: 2224-2880 292 Volume 14, 2015



where 0>µ  is a regularization parameter [ 13, 18, 
21 ]. The least squares solution of the inconsistent 
system of the linear equations is computed by the 
use of the method of the normal equations and also 
the least solution of the system is found via QR 
decomposition, bidiagonal decomposition and 
Householder algorithm [ 8, 14, 17 ]. The best 
approximate solution problem of the singular system 
is one of the most interesting topics of active 
researchers in the computational mathematics and 
mathematical programming and has been widely 
applied in various areas such as engineering 
problems and other related areas [ 3, 15, 27]. The 
paper by Penrose [23] describes the generalized 
inverse of a matrix, as the unique solution of a 
certain set of equations. The best approximate 
solution of the system of linear equations is found 
by the method of least squares and a further relevant 
application is depicted in [24]. The best approximate 
solution with minimum norm of the inconsistent 
linear system can be computed and found by the 
penalty method [28]. 

  The least squares method is commonly used in 
the linear, quadratic and mathematical programming 
problems [ 7, 12, 13, 29 ] and this method is applied 
to the best approximate solution for the inconsistent 
system of the linear equations [ 13, 16, 21 ]. The 
analytical and approximate methods for consistent 
and inconsistent systems of linear equations are 
developed by using the methods of the singular 
value decomposition and generalized inverse of a 
matrix [ 3, 12, 15, 20, 21, 23, 24 ]. Moreover, the 
optimal solutions of the linear, nonlinear and 
quadratic programming problems are found and 
investigated by applying the penalty method [ 1, 11, 
25, 26 ].  

 In this paper, the linear system of m equations in 
n  unknowns is considered. We first express a 
consistent linear system bx =A  for any nm×  
matrix A  of rank r  as a quadratic programming 
problem with the minimum norm and we formulate 
the QPF as an unconstrained optimization problem. 
Then we investigate the least norm solution of the 
problem using the optimality conditions of the QPF. 
In similar manner, the best approximate solution 
with minimum norm of the inconsistent linear 
system is formulated as the QPF using the least 
squares method and then the solution is found from 
the necessary and sufficient conditions of the QPF. 
In addition, several algebraic characterizations of 
the equivalent cases of the QPF are given using the 
orthogonal decompositions of the coefficient 
matrices obtained from optimality conditions.  

  
2The linear system and its formulation 
as a quadratic programming problem 
 
We now consider the linear system bx =A  for any 

nm×  matrix A  of rank r . A necessary and 
sufficient condition for the equation bx =A  to have 
a solution is  
 

bb =+AA ,                                                          (2.1) 
 
in this case, the general solution is 
 

( ) ybx AAIA ++ −+= ,                                       (2.2) 
 
where y  is arbitrary vector and the mn×  matrix 

+A  is the generalized inverse of A [ 3, 15, 27 ]. 
 If bx =A  is a consistent linear system and 

nr =  , then the unique solution of the system is  
 

( ) bbx TT AAAA
1−+ == .                                     (2.3)  

                     
where TA  is the transpose of A . In this case, 

],[)( bArankArank =  and the linear system bx =A  
is consistent, where ],[ bA  augmented matrix by b .  

If the rank of A  is less than n , the matrix AAT  is 
not invertible and x is not uniquely determined by 

bx =A . Then, we have to choose one with the 
minimum norm of those many vectors that 
satisfy bx =A . Furthermore, this problem known as 
the least norm solution of the consistent 
system bx =A  is formulated as a quadratic 
programming problem: 
 

{ }bxxx
x

=AMin T ,                                        (2.4) 

where xxx T= . 
  In addition, if  A  is right- invertible matrix, then  
 

( ) bx
1−

= TT AAA  
 
 is the optimal solution of the least norm problem 
(2.4), where ),()( nmMinmArank == and 

( ) 1−+ = TT AAAA  is the right g-inverse of the matrix 
A . Otherwise if ),()( nmMinmArank =< , x  is not 
uniquely determined by bx =A  [ 3, 5, 15, 27 ]. 
 Now, let an inconsistent system of m  equations 
in n  unknowns be bx =A , where 

],[)( bArankArank ≠ . The least squares solution 
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(LSS) to the inconsistent linear system bx =A  
satisfies  
 

bx TT AAA = ,                                                     (2.5) 
 
which is known as the normal equation of the linear 
system [ 3, 5, 15, 27 ].  If the rank of A  is n , then 
the solution defined in (2.3) is the unique LSS. Note 
that the solution defined in (2.3) is known as the 
approximate solution of the inconsistent system. 
 If the rank of A  is less than n , the matrix AAT  
is not invertible and x  is not uniquely determined 
by bx TT AAA = . Then, this system of the normal 
equations has infinitely many solutions, but we have 
to seek the solution such that x  is minimized. 
The optimal solution, among all solutions of 

bx TT AAA = , is the one that has the minimum 
length of errors bx −A .  This solution is also 
called the best approximate LSS of any inconsistent 
linear system bx =A  [ 3, 5 - 7, 12, 13, 16 - 21 ].  
Furthermore, the minimum norm solution problem 
of the inconsistent linear system bx =A  can be 
expressed as the following quadratic problem: 
 

{ }bxxx
x

TTT AAAMin = .                                (2.6) 

 
 Note that the quadratic programming problems 
(2.4) and (2.6) have the consistent linear constraints 
and common algebraic characterizations. When the 
system of  bx =A  is consistent, the problems (2.4) 
and (2.6) are equivalent and have the same solution. 
It is well known that if the system of  bx =A  is 
inconsistent, the solution of the problem (2.6) is the 
best approximate solution with minimum norm of 
the system.  In section 3, we present the QPFs of the 
problems defined in (2.4) and (2.6) and give the 
main results using their optimality conditions. 
Numerical examples are given in the forthcoming 
sections of the study and calculated with the use of 
the results obtained. 
 
3 The least norm solution via a 
quadratic penalty function 
 
Many efficient methods have been developed for 
solving the quadratic programming problems [1, 11, 
18, 22, 29], one of which is the penalty method. In 
this class of methods we replace the original 
constrained problem with unconstrained problem 
that minimizes the penalty function [ 1, 10, 11, 22, 
28].  

 We assume that the quadratic programming 
problems (2.4), (2.6) have feasible solutions. To 
find the least norm solution for the consistent 
system of the linear equations, the QPF of the 
problem (2.4) can be defined as 
 

( ) 2

2
1

2
1 bxxxx −+= Aqf T ,                            (3.1) 

 
where the scalar quantity q is the penalty parameter.                              
 From the first order necessary conditions for the 
unconstrained minimum of the QPF defined in (3.1), 
we obtain 
 

( ) 0=−+=∇ bxxx TT qAAqAf .                       (3.2) 
 
 We also obtain the Hessian matrix of (3.1), 
which represents the sufficient condition as 
 
( ) AqAIH T+=x ,                                              (3.3) 

 

where ( )
T

nx
f

x
f

x
ff 





∂
∂

∂
∂

∂
∂=∇ ,,, 

21
x  and 

( ) ( )








∂∂

∂=
ji xx

fH xx
2

   for nji ,,,, 21= . 

 
Corollary 3.1. The Hessian matrix 
( ) AqAIH T+=x  of the QPF defined in (3.1) is 

positive definite. 
 
Proof. Let eigenvalues be nλλλ ,...,, 21  of the nn×  
matrix AAT . It is clear that eigenvalues of the 
matrix AAT  are 0≥iλ  for ni ,,, 21= . The 
eigenvalues of the Hessian matrix ( )xH  are 

01 >+ iqλ , where the penalty parameter 0>q .  So 
the Hessian matrix is positive definite.  
 
 Now we can establish the following theorem for 
the least norm solution of the consistent linear 
system bx =A . 
 
Theorem 3.1. Let the system of the linear 
equations bx =A  be consistent. Then the solution 
with minimum norm of bx =A  is 
 

bx TT

q
AAAIqLim

1
1

−

∞→






 += ,                              (3.4) 

WSEAS TRANSACTIONS on MATHEMATICS Suleyman Safak

E-ISSN: 2224-2880 294 Volume 14, 2015



where 01 ≠





 + AAIq

Tdet  for large number 0>q   

and nArank ≤)( . 
 
Proof.  From (3.2), we obtain 
 

bx TT AAAIq =





 +1 .                                        (3.5) 

 

Using 01 ≠





 + AAIq

Tdet  for 0≠q and applying 

(2.2), we get  
 

bx TT AAAIq

1
1

−







 += . 

 
This vector is the solution with minimum norm of 
the QPF (3.1) and its Hessian matrix H is positive 
definite. Using (2.3), we see that 
 

( )+
−

∞→
=






 + AAAAIqLim TT

q

1
1  

and 
( ) bbx ++

== AAAA TT .                                      (3.6) 
 
 In addition, let the orthogonal decomposition of 
the matrix AAT  be  
 

1−= VDVAAT , 
 
where [ ]nV vvv ,,, 21= , { }ndiagD λλλ ,,, 21=  
and iv  are eigenvectors corresponding to 

eigenvalues iλ  of the matrix AAT . Using the 
decomposition of AAT , the solution (3.4) can be 
expressed as 
 

bx T

q
AVDIqVLim 1

11 −
−

∞→






 += , 

 
where 







 +++=+ qqqdiagDIq n

1111
21 λλλ ,,,  . From 

(3.6), we see that 
 

( ) 11
1

1 −+−
−

∞→

+
=






 += VVDVDIqVLimAA

q

T , 

where +D is the generalized inverse of D  and 
1−+ = DD  when nArank =)( . Then the proof is 

completed. 
 The formula of the least norm solution of the 
consistent system given in Theorem 3.1 is the same 
formula with the best approximate solution of the 
inconsistent system obtained by Safak [28]. This 
result shows that the same formula can be applied to 
all systems which are either consistent or 
inconsistent.      
 
 We can calculate the solution with the minimum 
norm correct to desired decimal places of the 
consistent linear system bx =A  using  
 

bx TT

k
k AAAIq

1
1

−







 +≈ ,                                  (3.7) 

 
where k

kq 10=  for ,,, 210=k . 
 In addition, the generalized inverse of the matrix 
A  is computed approximately by any kq in (3.7) as 
follows:  
 

TT

k
AAAIqA

1
1

−
+ 






 +≈                                     (3.8) 

 
The solution kx  converges to the least norm solution 
x  as ∞→kq . In matrix term, as ∞→kq  
 

+
−

→





 + AAAAIq

TT

k

1
1 . 

 
 The following example is presented by using 
(3.7). First of all, the solution with minimum norm 
of the consistent system is calculated using (3.4) and 
secondly, the approximate solution correct to six 
decimal places of the given system is computed 
directly for 610=kq . In addition, the generalized 
inverse of the matrix A  is computed approximately 
by taking 610=kq in (3.8) as the following 
example.  
Example 3.1. Let bx =A  be a consistent system, 
where the matrix A  of rank 2 and b  are 
 

,







−−

=
111
111

A  







=

0
1

b . 

 
 We computed that the least norm solution x  for 
full row rank of the given system of the linear 
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equations using the right inverse of the coefficient 
matrix A  as follows: 
 
















=
















=
























−
−

== −

50
250
250

21
41
41

0
1

11
4141
4141

1

.
.
.

)( bx TT AAA  

 
 By Theorem 3.1 and from (3.4), we computed as 
 

























−
−

























+

+++
−

+
−

++

++
=

∞→ 0
1

11
11
11

1400

014424

024144

168

2

2

2

2

2

2

3

q
q

q
qq

q
q

q
q

q
qq

qq
qLim

q
x

 

.
.

.

.
















=

























++
+

++
+

++
+

=


































++
+

++
+

++
+

−
++

+
++

+
−

++
+

=

∞→

∞→

50
250
250

168
4

168
2

168
2

0
1

168
4

168
4

168
2

168
2

168
2

168
2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

qq
qq

qq
qq

qq
qq

Lim

qq
qq

qq
qq

qq
qq

qq
qq

qq
qq

qq
qq

Lim

q

q

 

  
 It is seen that 

.)( 1

2

2

2

2

2

2

2

2

2

2

2

2

2121
4141
4141

168
4

168
4

168
2

168
2

168
2

168
2

−

∞→

+

=
















−
−

=

























++
+

++
+

++
+

−
++

+
++

+
−

++
+

=

TT

q

AAA

qq
qq

qq
qq

qq
qq

qq
qq

qq
qq

qq
qq

LimA

 
 In Table 1, some values for the approximate 
solution of the given consistent system using (3.7) 
are listed with seven decimals for 6210 ,,,, =k . 
 

k  1x  2x  3x  
0 0.2000000 0.2000000 0.3333333 
1 0.2439024 0.24390243 0.4761904 
2 0.2493765 0.2493765 0.4975124 
3 0.2499375 0.2499375 0.4997501 
4 0.2499937 0.2499937 0.4999750 
5 0.2499993 0.2499993 0.4999975 
6 0.2499999 0.2499999 0.4999997 

Table 1 The least norm solution correct to desired 
decimal places of the consistent system 

 In addition, the generalized inverse of the matrix 
A  is computed approximately by taking 610=kq in 
(3.8) as follows:  
















≈+

0.49999970.4999997
0.2499999-0.2499999
0.2499999-0.2499999

A . 

Using this matrix, we can compute the least norm 
solution correct to six decimal places of the given 
consistent system as 
 

[ ]499999702499999024999990 ...=Tx . 
 
 It is obvious that the exact least norm solution 
justifies being extremely close to this approximate 
solution. 
 We now assume that the linear system bx =A  
for any nm×  matrix A  of rank r  is inconsistent. To 
find the best approximate solution with the 
minimum norm for this inconsistent system of the 
linear equations, the penalty function of the problem 
(2.6) can be defined as 
 

( ) 2

2
1

2
1 bxxx TTT AAxAqg −+= .                   (3.9) 

 
From the first order necessary conditions for the 
unconstrained minimum of the QPF (3.9), we obtain 
 

( ) ( ) 0=−+=∇ bxxx TTT AAAAqAg .             (3.10) 
 
We also obtain the Hessian matrix of (3.9), which 
represents the sufficient condition as 
 

( ) ( )2AAqIH T
g +=x .                                      (3.11) 

 
Corollary 3.2. The Hessian matrix 

( ) ( )2AAqIH T
g +=x  of the QPF  (3.9) is positive 

definite. 
Proof. Let eigenvalues be nλλλ ,...,, 21  of the nn×  
matrix AAT . It is clear that eigenvalues of the matrix 

AAT  are 0≥iλ . The eigenvalues of the Hessian 

matrix ( )xgH are 01 2 >+ iqλ , where the penalty 
parameter 0>q .  So the Hessian matrix is positive 
definite.  
 Now we can establish the following theorem for 
the best approximate solution of the inconsistent 
linear system bx =A . 
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Theorem 3.2. Let the system of the linear 
equations bx =A  be inconsistent. Then the best 
approximate solution of bx =A  is 
 

bx TTT

q
AAAAAIqLim )()(

1
21

−

∞→






 += ,             (3.12) 

 

where 01 2 ≠





 + )(det AAIq

T  for large number 

0>q   and nArank ≤)( . 
 
Proof.  From (3.10), we obtain 
 

bx TTT AAAAAIq )()( =





 + 21 .                       (3.13) 

Using 01 2 ≠





 + )(det AAIq

T  for 0≠q and 

applying (2.2), we get  
 

bx TTT AAAAAIq )()(
1

21
−







 += . 

 
This solution is the best approximate solution with 
minimum norm of the QPF (3.9) and its Hessian 
matrix gH is positive definite. Using (2.3), we see 
that 
 

( ) ( ) ( ) bbx TTTTT AAAAAAAA
++

=



=

2
           (3.14) 

and 

( ) ( ) +−

∞→ 



=






 +

2
1

21 AAAAIqLim TT

q
. 

 
Then the proof is completed.  
  
 Using the orthogonal decomposition of the 
matrix AAT , we also express the matrix 

( )21 AAIq
T+  as  

 

( ) 122 11 −





 +=+ VDIqVAAIq

T ,                     (3.15) 

 
where 







 +++=+

qqq
diagDI

q n
1111 22

2
2

1
2 λλλ ,,,  . 

We know that qii
12 += λµ  are eigenvalues of the 

matrix ( )21 AAIq
T+  when iλ  are eigenvalues of the 

matrix AAT  for ni ,,, 21= .   
 This leads to the following theorem. 
 
Theorem 3.3. Let be the eigenvectors 

nvvv ,,, 21 corresponding to the eigenvalues 

nλλλ ,,, 21  of the matrix AAT , respectively. The 
best approximate solution of the inconsistent system 

bx =A  is 

( )
,b

b

bx

+

+

−
−

∞→

=

=







 +=

A

AAA

ADVDI
q

LimV

TT

T

q

1
1

21

                  (3.16) 

 
where { }ndiagD λλλ ,,, 21= . 
 
Proof. Applying Theorem 3.2 and using (3.15), we 
get 

bx T

q
ADVDI

q
VLim 1

1
21 −

−

∞→








+= . 

 If nArank =)( , 
 

bx T

n

n

q
AV

q
q

q
q

q
q

VLim 12

1

2

2
2

2
1

00

00
00

1
00

0
1

0

00
1

−

∞→












































+

+

+

=

λ
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 If nArank <)( ,  
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where { }0021 ,,,,,,  rdiagD λλλ=  and 
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Thus the proof is completed.  
 
 Here we establish the following corollary which 
is proved easily using the optimality conditions of 
the QPF defined in (3.9) and results on the 
generalized inverses of matrices. 
 
Corollary 3.3. Let iλ  be eigenvalues of the matrix 

AAT  and let qii
12 += λµ  be eigenvalues of the 

matrix ( )21 AAIq
T+ .  A necessary and sufficient 

condition for the QPF defined in (3.9) to have a best 
approximate solution with minimum norm is 

012 >+=
qii λµ  , in which case the optimal solution 

is bx += A . 
 
Proof. Since the Hessian matrix given in Corollary 
3.2 is a positive definite matrix and eigenvalues of 
the matrix )(xgH  are 01 2 >+ iqλ , then 

012 >+=
qii λµ  and the QPF defined in (3.9) has a 

best approximate solution with minimum norm. 
From Theorem 3.3, we find the solution bx += A . 
This completes the proof. 
 
Corollary 3.4. Let any linear system of m equations 
in n unknowns be bx =A  and )(Arank  be nr ≤ . 
(i)   If bx =A  is a consistent linear system, then the 
solution defined in (3.4) 
 

bx TT

q
AAAIqLim

1
1

−

∞→






 +=  

 
is the least norm solution of  the consistent system. 
(ii)   If bx =A  is an inconsistent linear system, then 
the solution x  is the best approximate solution with 
minimum norm of the inconsistent system. 
 
Proof.  From Theorem 3.1, Theorem 3.3, the 
corollary is easily proved. 
 
 The results show that the optimum solutions of 
the consistent and inconsistent system of linear 
equations can be computed with the same formula. 
 We can calculate the approximate solution with 
the minimum norm of the consistent or inconsistent 
linear systems bx =A  using (3.7) and  
 

( ) ( ) bx TTT

k
k AAAAAIq

1
21

−









+= ,                  (3.17) 

where k
kq 10=  for ,,, 210=k . 

 
Example 3.2. Suppose that the inconsistent 
system bx =A  is  
 

333
222

2

21

21

21

=+
=+

=+

xx
xx

xx
 

where 1=)(Arank and the best approximate solution 
of the system computed by Graybill [15]  is 

281521 == xx . 
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 The following solution, which is obtained using 
(3.6) and (3.14), is the best approximate solution 
with minimum norm of the given system bx =A .  

( )
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



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
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



=

==
++

57142860.53571428
57142860.53571428

15
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28
1

bbx TT AAAA
, 

 
where +A  and ( )+AAT  is computed  using (3.6) and 
(3.14), respectively as  
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and 
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LimAAA
q

TT

. 
 Table 2 and 3 represent the best approximate 
solution for the optimal solution of the inconsistent 
linear equation bx =A  by using (3.7) and (3.17).  
 In Table 2, some values for the approximate 
solution using (3.6) are listed with seven decimals 
for 6210 ,,,, =k . 

k  1x  2x  
0 0.5172413 0.5172413 
1 0.5338078 0.5338078 
2 0.5355230 0.5355230 
3 0.5356951 0.5356951 
4 0.5357123 0.5357123 
5 0.5357140 0.5357140 
6 0.5357142 0.5357142 
7 0.5357142 0.5357142 

Table 2 The best approximate solution correct to 
desired decimal places of the problem 
 

 In Table 3, some values for the approximate 
solution using (3.17) are listed with seven decimals 
for 4210 ,,,,k = . 

k  1x  2x  
0 0.5350318 0.5350318 
1 0.5356459 0.5356459 
2 0.5357074 0.5357074 
3 0.5357136 0.5357136 
4 0.5357142 0.5357142 
5 0.5357142 0.5357142 

Table 3 The best approximate solution of the 
example 
 It is clear that the optimal solution proves to be 
extremely close to approximate solution. From 
Table 2 and Table 3, we easily see that the 
approximate solution correct to seven decimal 
places of the given system is computed directly 
for kq . If the penalty parameter q is taken big 
enough, the approximate solution correct to desired 
decimal places of the system can be calculated by 
using (3.6) and (3.17).  
 
 
4 Conclusion 
In this study, the consistent and inconsistent linear 
systems of m equations in n unknowns are 
formulated as a quadratic programming problem, 
and the least norm solution for the consistent or 
inconsistent system of the linear equations is 
investigated using the optimality conditions of the 
QPFs. Additionally, several algebraic 
characterizations of the equivalent cases of the QPF 
are given using the orthogonal decomposition of the 
coefficient matrices obtained from optimality 
conditions and the  analytic results are compared 
with numerical examples. It is seen that the least 
norm solution of the consistent or inconsistent 
system of the linear equations can be found by the 
penalty method.  The results show that the optimum 
solutions of the consistent and inconsistent system 
of linear equations can be computed with the same 
formula. 
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