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Abstract: The importing-and-exporting goods normally requires organizational cooperation among different inter-
national sectors ranging from purchasing, manufacturing, transporting, inventory, to distribution centers. For hav-
ing their smooth coordination in the international trade, accurately forecasting the volume of imported-exported
goods has become the core issue. This paper aims to obtain efficient forecasting models for estimating the
cargo throughput at sea ports. We comprehensively compare the predicting performance of traditional autore-
gressive integrated moving average (ARIMA) models, Grey models, and their residual Fourier-modified models.
The forecasting accuracy of the conventional models combined with the Fourier modification in residual is dis-
covered to be significantly boosted. Two empirical studies of cargo and container throughputs collected from
the Hong Kong and Kaohsiung ports were investigated, where two Fourier-modified seasonal ARIMA models,
FSARIMA(4,1,4)(1,1,0)4 and FSARIM A(4,1,4)(0,1,0)12, are strongly suggested due to their superior
forecasting powers. Finally, both models are further employed to provide the valid forecasts of two-port cargo and
container throughputs in 2013.

Key—Words: ARIMA model, Grey Model, Cargo throughput, Container throughput, Fourier modification, Hong
Kong port, Kaohsiung port

1 Introduction

International trade, one of the most critical factors
to develop the national economies, includes two ba-
sic activities: Import and Export. The import and
export of goods normally require the involvement of
many different sectors from purchasing, manufactur-
ing, transporting, inventory, distribution, etc., espe-
cially the engagement of the customs authorities in
both the country of export and the country of import.
Therefore, it is of great significance to have appropri-
ate planning from macro to micro levels so that the
trade flow among nations becomes affluent. In order
to have proper plans, accurately forecast the volume
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of imported-exported goods is the core issue [1-3].

In predicting the container throughput used in
international trade, several forecasting models have
been proposed as reviewed by Peng and Chu [1].
Time series characteristic of the throughput has re-
ceived special attention of many scholars [3-5] and
regression methods have been commonly used [1].
However, conventional regression methods disregard
the non-stationary relationship among the volume of
containers and the macro-economic variables, possi-
bly resulting in the spurious regression forecasting
models [6]. Traditional regression is used to iden-
tify causal relationship between dependent and in-
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dependent variables. This method performs nicely
if the data series are stationary and no special pat-
tern or trend is displayed. If this assumption is vio-
lated, the strength of the relationship is likely to be
inflated which will result in an illusion of causal rela-
tionship. In practice, there are several circumstances
where there is a certain causal relationship between
unrelated variables, called spurious regression. Re-
cently, the regression approach has been less preferred
in favor of a heuristic approach which considers a
combination of historical data and several microeco-
nomic and macroeconomic variables.

Maritime economy has been considered ex-
tremely complex. In order to get a full understand-
ing of its impacts, it is critical to identify its major
variables. There are many different determinants of
the cargo throughput at a certain port, such as the
world economy, seaborne commodity trade, average
haul, transport cost, political events, economic and so-
cial shocks. It is obviously that several variables can’t
be easily accessed; and there are still many other de-
terminants that haven’t been identified. Due to these
limitations, in order to forecast the cargo throughput,
we propose using Grey model, which has been widely
employed in different areas due to its ability to deal
with the problems of uncertainty with few data points
and/or “partial known, partial unknown” information
[7,8]. Grey forecasting models have recently popu-
larly used in time-series forecasting due to their sim-
plicity and ability to characterize an unknown system
with few data points.

Recorded data of cargo/ container throughput at
a certain port is actually a time series. Thus, Autore-
gressive Integrated Moving Average (ARIMA) model
is suggested because it is well-known for its special
ability in dealing with time series. Unlike other fore-
casting models, ARIMA can efficiently work with un-
known underlying economic model or structural rela-
tionships of the data set which are assumed that past
values of the series plus previous error terms contain
information for the purposes of forecasting. ARIMA
forecasting model is advantageous because it only re-
quires data of the interested variable be a time se-
ries. Moreover, ARIMA model usually outperforms
more sophisticated structural models in providing ro-
bust short-term forecasts [9,10]; it is therefore prefer-
ably used in practice. As a consequence, the ARIMA
forecasting technique is also selected and presented in
this paper. The following two subsections respectively
review the two traditional models.

1.1 Grey Model

Basically, Grey theory has been considered as a good
literature to deal with several practical circumstances
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where the collection of data for analysis may have not
only certain difficulties in obtaining expected number
of observations but also problems of poor information
which is said to be “partial known, partial unknown”
[7,8]. A part of its advances and several applications
was reviews by Liu [8]. A Grey dynamic model, also
called Grey Model (GM), the core of the theory, of-
fers a good approach to execute the short-term fore-
casting operation with no strict hypothesis for the dis-
tribution of the original data series [11]. The general
GM model comes in the form of GM (d,v), where d
is the rank of differential equation and v is the num-
ber of variables appeared in the equation. For d = 1
and v = 1, we have the basic model of Grey model,
GM(1,1), a first-order differential model with one
input variable. GM (1,1) has been successfully ap-
plied to many different areas, such as geology, oil and
natural gas distribution, medicine, hydrology, agri-
culture, waste flow allocation planning, image com-
pression, shipboard fire-detection system, hazard and
alert time determination for an aircraft flying in wind-
shear field, multi-radar low-altitude little target track-
ing system, processing of measuring data in reverse
engineering [8]. Recently, there have been many other
applications of GM (1, 1) in forecasting power system
[13], port throughput [14], global integrated circuit
industry [15], logistics demand [16], crude oil pro-
duction and consumption in China [17], inventory in
global supply chain [18], the rigidity change of a lin-
ear motion guide [19], accounting earnings [20], and
tourism demand [11,21,23].

GM (1, 1) is obtained based on the following pro-
cedure.

Step 1:
Suppose an original series with n entries is z():
70 = {ajgo),mgo), . ,x,(fo), cel 1:%0)}. (D

(0)

where ;. is the value at time k™ (k = 1,n).

Step 2:
From the original series £, a new series z()
can be generated by one time accumulated gen-
erating operation (1-AGQO), which is

(1)

2z = {xgl),mgl),...,xk Yo

(1) _

where z, ' = Z?zl mgo).

Step 3:
A first-order differential equation with one vari-
able is expressed as:

dz)
dt

+azM =p 3)
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where a is called developing coefficient and b is
called grey input coefficient.

These two coefficients can be determined by the
least square method as the following:

la,0)" = (B"B) ' BTY. (4)
where:
[ x§1)+xgl) /2 1 ]
B xgl) + J:gl) /2 1

|- (a:fll_)l —:i—x,(ll)> /2 1 |
(0)

2
o

X

o0

Therefore, the forecasting equation for GM (1,1) is
expressed as:

b b —
- ] xem 2 (=T (5)
a a
Based on the operation of one time inverse accu-
mulated generating operation (1-IAGO), the predicted
series #(°) can be obtained as following:

‘%(0) = {j:§0)7 ng)v T 7‘/2‘,12;0)7 7££LO)} (6)
where:
ng) :i:gl)
W0 = s, k=Zm)

1.2 ARIMA Model

There are several practical phenomenons whose data
are presented in time series with seasonal character-
istic. A seasonal time series is defined as a series
with a regular pattern of changes that repeats over S
time-periods, i.e., the average values at some particu-
lar times within the seasonal intervals are usually sig-
nificantly different from those at other times. Thus, a
seasonal time series is usually a non-stationary series
which should be made stationary by using either dif-
ferencing or logging techniques before ARIMA mod-
els are used to do the forecasting for the series.
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1.2.1 Non-seasonal ARIMA model

The non-seasonal ARIMA model usually has the form
of ARIM A(p, d, q), where:

e p is the number of lags of the differenced series
appeared in the forecasting equation, called auto-
regressive parameter,

e d is the difference levels to make a time series
stationary, called integrated parameter, and

e ¢ is the number of the lags of the forecast er-
rors, called moving-average parameter. “Auto-
Regressive” term refers to the lags of the differ-
enced series appeared in the forecasting equation
and “Moving Average” term refers to the lags of
the forecast errors. This “Integrated” term refers
to the difference levels to make a time series sta-
tionary.

1.2.2 Seasonal ARIMA model

The variation of a time series is usually affected by
several different factors, including seasonality. Sea-
sonality may make several non-stationary time series
significantly vary. And, due to the environmental in-
fluence, such as periodic trend, the variations induced
by seasonal factor sometimes dominate the variations
of the original series. A seasonal time series is usually
a non-stationary time series that follows some kind of
seasonal periodic trend and can be made stationary by
seasonal differencing which is defined as a difference
between one value and another one with lag that is a

multiple of S.

Seasonal ARIMA model incorporates
both non-seasonal and seasonal factors in
a multiplicative model with the form of

SARIM A(p,d, q)(P,D,Q)s, where:

e p, d, q are the parameters in non-seasonal
ARIMA model as mentioned above.

e P is the number of seasonal Autoregressive or-
der,

e D is the number of seasonal differencing,

e () is the number of seasonal Moving Average or-
der, and

e S is the time span of repeating seasonal pattern.

An ARIMA/SARIMA model is obtained based on
the following procedure with three fundamental steps
[22], including:

Step 1: Identifying the possible models
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e Examine the Auto-Correlation Function
(ACF) and Partial Auto-Correlation Func-
tion (PACF) graphs to identify non-
seasonal terms.

Before identifying possible ARIMA mod-
els for a time series, it is critical to make
sure that the series is stationary. If it is
not, it must be transformed by either dif-
ferencing or logging to become station-
ary. For auto-regression (AR) or auto-
regression moving average (ARMA) mod-
els, it is mandatory that the modulus of the
roots of the AR polynomial be greater than
unity, and, for the moving average (MA)
part to be invertible, it is also crucial that
the roots of the MA polynomial lie outside
the unit circle [9].

By differencing the seasonal time series
to make it stationary, we can easily de-
termine the difference order of differenc-
ing required rendering the series stationary
before identifying an appropriate ARMA
form to model the stationary series. Tra-
ditionally, Box-Jenkins procedure is fre-
quently used, which is a quasi-formal ap-
proach with model identification relying
on subjective assessment of plots of auto-
correlation function (ACF) and partial auto-
correlation function (PACF) of the series
[9]. A time series is considered station-
ary if the lag values of the ACF cut off
or die down fairly quickly. If the series
is not stationary, it should be differenced
gradually until it is considered stationary.
Then, the d value in the model is obtained.
If ACF graph cut off after lags ¢ fairly
quickly and PACF graph cut off after lags
p fairly quickly, ARM A(p, q) is achieved.
ARIM A(p, d, q) is accordingly identified.

e Examine the patterns across lags that are
multiples of S to identify seasonal terms.
Judge the ACF and PACF at the seasonal
lags in the same way.

Step 2: Fitting the model.

In this step, the parameters of the model are esti-
mated. Nowadays, with the advancement of the
science and technology, the parameter estimation
is usually done with the assistance of computa-
tional software, such as STATA, Eviews, SPSS,
etc.

Step 3: Testing the model for adequacy.

This step formally assesses each of the time se-
ries models, and involves a rigorous evaluation
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of the analytical tests for each of the competing
models. Because different models may wisely
perform similarly, their alternative formulations
should be retained for further assessment at the
stage of checking forecasting power of the mod-
els.

There are several analytical methods available
for testing the models. Among them, there are two
popularly used, including plotting the residuals of
the estimated model to detect either any outliers that
may affect parameter estimates or any possible auto-
correlation or heteroscedasticity problems; and, plot-
ting the ACF and PACF of the residuals to check the
model adequacy. The residuals from the model must
have normal distribution and be white-noise (also
known as random). This test can be done with one
of the following ways:

e Testing the normal distribution of the residuals
by considering the normal probability plot and
testing the white-noise of the residuals by consid-
ering its ACF and PACF graphs where individual
residual autocorrelation should be small and its
value is within +2/4/n from the central point of
Zero.

e Ljung-Box Q statistic [12]:

2
€k
n—=k

Qm:n(n+2)z

k=1

)

where: ey is the residual autocorrelation at lag
k; n is the number of residuals; and, m is the
number of time lags includes in the test.

The model is considered adequate only if the p-
value associated with the Ljung-Box Q Statistic
is higher than a given significance.

In order to improve the accuracy of the forecasting
models, in this study, a new approach to minimize the
errors obtained from the conventional models is sug-
gested by modifying the residual series with Fourier
series. Those models are then compared based on cer-
tain evaluation indexes. In this study, two empirical
studies of cargo throughput at Hong Kong port and
Kaohsiung port are conducted to find out appropriate
forecasting models for the control and scheduling of
port system and the terminal operations.

1.3 Fourier Residual Modification

The model accuracy of Grey models has been sig-
nificantly improved after the residual series obtained
from the model is modified with Fourier series [11,
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13-15, 21]. Hence, this methodology is proposed
in this paper. The procedure to obtain the modified
model is as the following.

Based on the predicted series f(?) obtained from
one of the traditional models, its residual series, de-
noted by £ is defined as:

O = {0 (8)

where: 5,530) = xk fk, (k=2,n) and f,go) is the
forecasted value at the k" entry.

. . . 0) . .
Expressed in Fourier series, 5,(C ) is rewritten as:

0.5 [ (25) (225

©)
where: F' = [(n —1)/2 — 1] is called the minimum
deployment frequency of Fourier series [21] and only
take integer number [13-15]. And therefore, the resid-
ual series is rewritten as:

D =p.C (10)
where
1
P = _ P - P, -+ Pp
2] (n—1)x1
coS 2w X2Xxk sin 2w x2xk
n—1 n—1
coS 27r><31><k sin 27r><31><k
Pk — n— n—

2rxnxk : 2rxnxk
cos (?) s (ﬁ)

T
C = [ag,al,bl,ag,bz, e ,aF,bF]

The parameters ag, a1, b1, as,b2,...,ar,bp are
obtained by using the ordinary least squares method
(OLS) which results in the equation of:

T
C = (PTP)~'PT |c0)] an
Once the parameters are calculated, the predicted

series residual £() is then easily achieved based on
the following expression:

(0) 21 211
S Z ; k) 4+ b ——k
Ex a0+ [a Ccos <n— > + b; sin (n— 1 )]

(12)

Therefore, based the predicted series f() ob-

tained from ARIMA model, the predicted series (¥
of the modified model is determined by:

R A Y I\ I O SO &)
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where

~(0) _ f1
~<°> = fOL =2
Once a forecasted series is obtained, it should be
compared with the original series in order to evalu-
ate the accuracy of the forecasting model. The ab-
solute residual error of the k" entry and its relative

error, respectively denoted by € and gy, are defined
as [14,25]

e Residual error: ¢, = :c(o f(o), (k=1,...,n).
e Relative error:

ek

Pk = —75v
20

Practically, in order to better evaluate the accu-
racy of a forecasting model, more advanced indexes
are usually taken into consideration. Among them,
the following four indexes are frequently used.

e The mean absolute percentage error (MAPE) [7,
9,11,13,14,21,24,26,28-31]:
1 n
MAPE = — .
LS o

k=1

e The post-error ratio C [16,24,32]:

So
O =22
S1’
where:
_ I~ ol
S = - ; [xk Zm

5 IZ[“Z@“]

k=1

The ratio C, in fact, is the ratio between the
standard deviation of the original series and the
standard deviation of the forecasting error. The
smaller the C' value, the higher accuracy the
model has since smaller C' value results from a
larger .S and/or a smaller So.

e The small error probability P [16,24,32]:

1 n
P= p{ <|€k - Zak\/sl> < 0.6745} .
k=1
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The P value indicates a probability of the ra-
tio of the difference between the residual val-
ues of data points and the average residual value
with the standard deviation of the original series
smaller than 0.6745 [16,24]. Thus, the higher the
P value, the higher accuracy the model has.

e The forecasting accuracy p [16,24]: p = 1 —
MAPE.

Based on the above indexes, there are four grades of
accuracy stated in Table 1.

Table 1: Four grades of forecasting accuracy

Grade level MAPE C P P

Very good < 0.0 <035 >0.95 >0.95
Good <0.05 <050 >0.80 >0.90
Qualified < 0.10 <0.65 >0.70 > 0.85
Unqualified >0.10 >0.65 <0.70 < 0.85

2 Empirical Study

In this section, we employ the both traditional and
modified models of the Grey model and ARIMA
model to forecast the cargo throughput at Hong Kong
port and Kaohsiung Port which are two busy ports in
the maps of international sea ports in Asia. The two
ports are selected as typical examples in illustrating
the procedure to obtain good statistical models to fore-
cast cargo throughput. Due to the difference in their
locations, they may have different models to forecast
their cargo flows.

2.1 Cargo throughput at Hong Kong port

Historical data of the cargo throughput at Hong Kong
port from the first quarter (Q1) of 1997 - Q1 of 2013
are obtained from the quarterly statistical data pub-
lished by the Census and Statistics Department of
Hong Kong [33]. The data from Q1-1997 - Q3-2012,
plotted in Fig.1, are used to build SARIMA and Grey
models whose residual series are then modified with
Fourier series to become modified models with higher
accuracy. Data from Q4-2012 - Q1-2013 are used to
check the forecast power of the modified models be-
fore one of them is employed to forecast the through-
put in the other three quarters of 2013.

2.1.1 ARIMA Model

From Fig.1, it can be concluded that seasonality ex-
ists in the series of tourism demand. Therefore,
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Figure 1: Quarterly throughput at Hong Kong port

only seasonal ARIMA model is considered in this
section. By observing the auto-correlation func-
tion graph (ACF) and partial auto-correlation func-
tion graph (PACF) in Fig.2, we can conclude that
the original series is non-stationary. However, at
one degree of both non-seasonal and seasonal differ-
ence, the series becomes stationary as shown in Fig.3
and SARIM A(4,1,4)(1,1,0)4 (HK-1) is found ap-
propriate. The ACF and PACF of its residual se-
ries in Fig.4 and its histogram in Fig.5 indicate that
SARIMA(4,1,4)(1,1,0)4 (HK-1) is random-walk
(white-noise). Hence, it is selected. Its Fourier mod-
ified model is FSARIM A(4,1,4)(1,1,0)4 (HK-2).
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Figure 2: ACF and PACF of original series
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Figure 3: ACF and PACF at one degree of both non-
seasonal and seasonal difference
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Figure 4: Noise residuals ACF and PACF

2.1.2 Grey Model
From the data, GM (1, 1) (HK-3) is obtained as:

21 = 4293068.99¢0-009425(k~1) _ 4956019.99,

(k = 1,771) . Its Fourier modified model is named as
FGM(1,1) (HK-4). The performance of these four
models is briefly summarized as in Table 2.

Based on the evaluation indexes
in Table 2, among the four models,
FSARIMA(4,1,4)(1,1,0)4 (HK-2) outperforms
others and it is therefore selected. In order to further
evaluate the forecasting power of this model, we now
compare the forecast values (unit: 1,000 tons) in
Q4-2012 and Q1-2013 with the actual observations in
the same period, which results in Table 3.
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Figure 5: Histogram of Noise residuals

Table 2: Model accuracy (Hong Kong port)

Model HK-1 HK-2 HK-3 HK-4

MAPE 0.03392  0.00265 0.04746 0.02085

C 0.24045  0.01473  0.32703 0.11123

P 1.00000  1.00000  0.98412 1.00000

p 0.96608  0.99735  0.95254 0.97915
Power Good  Very good  Good Good

Table 3: Checking forecasting power HK-2

Quarter Actual  Forecast APE

Q4-2012 66,288 67,475 0.01791
Q1-2013 62,505 62,303 0.00323
Mean absolute percentage error  0.01057

With the low MAPE value of 0.01057,
FSARIMA(4,1,4)(1,1,0)4 is considered powerful
to be employed to forecast the cargo throughput at
Hong Kong port in the next three quarters of 2013 as
shown in Table 4.

Table 4: Forecast throughput at Hong Kong port

Quarter  Forecast (1,000tons)

Q2-2013 72,342
Q3-2013 73,027
Q4-2013 73,968

The forecasted values across in the investigated
period follow closely to the actual observations as
plotted in Fig. 6, indicating the good forecasting of
the proposed model.
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Figure 7: Monthly throughput at Kaohsiung port

2.2 Container throughput at Kaohsiung port

By using the same approach, we now consider the
second case studies at Kaohsiung port which is the
largest container port in Taiwan and an important
port in the international transportation. Historical
data of the container throughput including incoming
and outgoing container throughput at Kaohsiung port
from January 2004 - March 2013 are obtained from
the monthly statistical data published on the web-
site of Ministry of Transportation and Communication
R.0.C (MOTC) [34]. There are totally 111 observa-
tions recorded which are plotted as in Fig.7. It is well
noted that there is a close relationship between the in-
coming and outgoing container throughput in the time
investigated. And, therefore, in this paper, we only
consider the total throughput for brevity. However,
only data from January 2004 - December 2012 are
used to build ARIMA and Grey models whose resid-
ual series are then modified with Fourier series be-
cause data from January 2013 - March 2013 are used
to check the forecast power of the modified models
before one of them is employed to forecast the con-
tainer throughput in the other months in 2013.

2.2.1 ARIMA Model

The original time series has seasonality characteristic
and therefore, only seasonal ARIMA model is consid-
ered in this section. The ACF graph and PACF graph
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Figure 8: ACF and PACEF of original series

in Fig.8 show that the original series of the container
throughput at Kaohsiung port is non-stationary. How-
ever, at one degree of both non-seasonal and seasonal
difference, the series becomes stationary as plotted in
Fig.9.

From Fig.9, four possible SARIMA models are
identified, including:

SARIMA(1,1,1)(0,1,0)12
SARIMA(1,1,4)(0,1,0)12
SARIMA(4,1,1)(0,1,0)12
SARIMA(4,1,4)(0,1,0)12 .
Among the four possible models,

SARIMA(4,1,4)(0,1,0)12 (KA-1) was found
to be superior in term of lowest MAPE. Therefore, it
is selected for further improvement with Fourier se-
ries, which results in FSARIMA(4,1,4)(0,1,0);2
(KA-2).

2.2.2 Grey Model
From the data, GM (1, 1) (KA-3) is obtained as:

#1) = 2833807980 0-00028573(k—1) 4 9834552950,

(k: = 1,771) Its Fourier modified model is named as
FGM(1,1) (KA-4). The performance of these four
models is briefly summarized as in Table 5.

Based on Table 5, both Fourier modified models
(KA-2 and KA-4) are considered very good in term
of forecasting power. In order to further evaluate the
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Figure 9: ACF and PACEF of differenced series

Table 5: Model accuracy (Kaohsiung port)

Model KA-1 KA-2
MAPE 0.04038 0.00343
C 0.62089 0.04260
P 0.74490 1.00000
p 0.95962 0.99657
Power Qualified  Very good
Model KA-3 KA-4
MAPE 0.05780 0.00553
C 0.9898 0.08059
P 0.62963 1.00000
p 0.94220 0.99447
Power  Un-qualified Very good
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Figure 10: Actual observations versus Forecast

forecasting power of these two models, we now com-
pare the forecast values (unit: TEUs) in the first quar-
ter of 2013 with the actual observations in the same
period as illustrated in Table 6.

Table 6: Checking forecasting power

Month Actual KA-2 KA-4
Jan. 2013 847,324 844,612 763,724
Feb. 2013 681,878 684,590 768,829
Mar. 2013 857,143 854,431 770,823

MAPE 0.00344 0.10896

With the low MAPE value of 0.00344,
FSARIMA(4,1,4)(0,1,0);2 (KA-2) is finally
selected to be employed to forecast the container
throughput (unit: TEUs) at Kaohsiung port in the
next three quarters of 2013 as shown in Table 7.

Table 7: Forecast throughput at Kaohsiung port

Month Forecast Month Forecast
Apr. 2013 862,094 Sep. 2013 735,468
May. 2013 762,114 Oct. 2013 847,740
Jun. 2013 799,701 Nov. 2013 729,843
Jul. 2013 816,934 Dec. 2013 779,959
Aug. 2013 780,505

Fig.10 further proves the accuracy of the values
obtained FSARIMA(4,1,4)(0,1,0);2 model com-
pared to the actual container throughput at Kaohsiung
port.

3 Conclusion

Due to the difficulties in assessing relevant statistical
data of cargo throughput, the use of traditional regres-
sion possibly leads to spurious results. Therefore, in
this paper, we proposed alternative approaches with
Grey and ARIMA models. In order to enhance the ac-
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curacy of the two conventional models, their residual
series are modified with Fourier series.

As typical examples, two empirical studies of the
cargo throughput at Hong Kong port and Kaohsiung
port were investigated. It was found that despite of
the hard assessment of relevant data about its determi-
nants, ARIMA models modified with Fourier series
outperform those of Grey models. Particularly, the
quarterly throughput at Hong Kong port can be effec-
tively forecasted with FSARIM A(4,1,4)(1,1,0)4
which resulted in a very low mean absolute per-
centage error (MAPE) of 0.01057 in comparison
of the forecasted values and actual observations
in the fourth quarter of 2012 and the first quar-
ter of 2013; and, similarly, the monthly container
throughput at Kaohsiung port can be forecasted with
FSARIMA(4,1,4)(0,1,0);2 with the MAPE of
0.00344 in forecasting the throughput in the first three
months of 2013. The two ports have different fore-
casting models due to the difference in their location
which affects the cargo flows.

From these two examples, the Fourier residual
modification has been further proved to improve the
accuracy level of the traditional ARIMA model. With
the usage of seasonal ARIMA models, we can obvi-
ously conclude the existence of seasonality in the time
series of cargo throughput. More importantly, the low
MAPE values of the two obtained models demonstrate
their applicability in practice to provide accurate fore-
casts. Precise forecasting results obtained from these
two models are essential for the control and schedul-
ing of the two port systems and for the terminal oper-
ators in decision making and planning.
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