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Abstract: In this paper, we principally introduce a new class of unconditionally secure authentication codes, called
linear authentication codes(or linear A-codes)from free modules. We then derive an upper bound on the size of
source space when other parameters of the system, that is, the sizes of the key space and authenticator space, and
the deception probability are fixed. We give constructions that are asymptotically close to the bound and show
applications of these codes in constructing distributed authentication systems. We realize the generalization of
linear authentication codes from vector space over field to free modules over ring.
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1 Introduction
Modules is a kind of algebra structure over ring, lin-
ear space is a kind of algebra structure over field, ring
is the generalization of field, modules is the general-
ization of linear space, linear space and modules have
a lot of similar properties. Linear space has a basis,
but modules may not have a basis, so we introduce a
kind of modules with a basis, it is called free modules.
Thus the properties of linear space about basis can be
generalized to free modules. In this paper, we gen-
eralize linear authentication codes over finite field to
free modules over a commutative ring with a identity
element 1 and having no zero divisor. Free modules
have a basis and their algebraic structure is similar to
vector space, the definition of modules is as follows:

Let R be a ring. A left R−module M is an addi-
tive abelian groupM together with a mapping M ×R
→M with (m, r) 7→ mr, called module scalar multi-
plication, for which we have

(1) Associative law: r(sm) = (rs)m,
(2) Distributive laws:r(m+n) = rm+ rn, (m+

n)r = mr + nr,
(3) Unitary law:1m = m.
In the above m,n are arbitrary elements from M

and r, s are arbitrary elements from R. If a nonempty
subsetN of aR−moduleM is closed for addition and
scalar multiplication, then N is called a submodule of
M . If a module has a basis, it is called a free mod-
ule. More properties of modules, see [6]. Rq means a
commutative ring R with q elements and identity el-

ement 1 and no zero divisors in this paper, that is a
finite domain ring, it is clearly a principal ideal ring, a
submodule of a free module over a principal ideal do-
main ring still is a free module[17]. Linearity requires
some additional algebraic properties for the A-codes;
that is, we require both the key space and the authenti-
cator space of the codes be free modules, and a source
state to induce a homomorphism (or linear mapping)
between them. The main motivation of linear A-codes
stems from the study of distributed authentication sys-
tems in which the functionality of authentication is to
be distributed among a number of participants. The
extra algebraic property allows more efficient con-
structions of such distributed systems. We character-
ize linear A-codes in terms of a family free modules
over ring such that the dimension of the intersection
of a pair of such free submodules does not exceed a
certain desired value (security parameter). We derive
an upper bound authentication systems. On the num-
ber of possible source states of an A-code for given on
the number of possible source states of an A-code for
given deception probabilities and number of keys, and
give constructions that meet, or asymptotically meet
the bound.

A-codes were first considered by Gilbert, Mac-
Williams and Sloane. Development of the general
theory of unconditionally secure authentication sys-
tems has been initiated by a number of authors(see,
for example,[1-5]).

In the conventional model for unconditionally se-
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cure authentication system, there are three partici-
pants: a transmitter, a receiver, and an opponent. The
transmitter wants to communicate a message to a re-
ceiver using a public channel which is subject to active
attacks. That is, the opponent may impersonate the
transmitter and insert a millage into the channel, or
replace a transmitted message with a fraudulent one.
To protect against these attacks, the transmitter and
the receiver share a secret key which is used to choose
an authentication rule from an A-code.

A systematic A-code (or A-code without secrecy)
is a code in which a message that is sent through
the channel, consists of a source state (i.e., plaintext)
concatenated with an authenticator(or a tag). Such a
code is a triple (S, E ,A) of finite sets together with
an(authentication)function f : S×E → A. We some-
times also denote the A-code by (S, E ,A,f). Here
S is the set of source states, E is the set of keys,
and A is the set of authenticators. When the trans-
mitter wants to send the message s ∈ S using a key
e ∈ E , which is secretly shared message with the re-
ceiver, he transmits the message (s, a), where s ∈ S
and a = f(s, e) ∈ A. When the receiver receives
(s, a), she checks the authenticity of the message by
verifying whether a = f(s, e) ∈ A or not, using the
secret key e ∈ E . If the equality holds, she accepts s
as authentic.

Suppose the opponent has the ability to insert
messages into the channel and/or to modify existing
messages. An impersonation attack is when the oppo-
nent inserts a new message (s′, a′) into the channel. A
substitution attack is when the opponent sees a mes-
sage (s, a) and changes it to (s′, a′) where s ̸= s′. A
message (s, a) is called valid if there exists a key e
such that a = f(s, e). We assume that there is a prob-
ability distribution on the source states, the receiver
and the transmitter will choose a probability distribu-
tion for E . We will denote the probability of success of
the opponent impersonation and substitution attacks
by PI and PS , respectively. Then we have

PI = max
s,a

P ((s, a) valid) and

PS = max
s,a

max
s ̸=s′,a′

P ((s′, a′)valid|(s, a)observed).

In the remainder of the paper, we will always as-
sume that the keys and the source states are uniformly
distributed. In this case, we can represent PI and PS

as follows:
PI = max

s,a

|{e∈E|a=f(s,e)}|
|E| ,

PS = max
s,a

max
s′ ̸=s,a′

|{e∈E|a=f(s,e),a′(e)=f(s′,e)}|
|{e∈E:a=f(s,e)}| .

One of the goals of authentication theory is to de-
rive bounds on various parameters of A-codes and to
construct A-codes with desired properties.

2 LINEAR A-CODES OVER FREE
MODULES

Consider an A-codes (S, E ,A, f). For each key e ∈
E , the authentication function f : S × E → A in-
duces a mapping Ψe from S to A defined by Ψes =
f(s, e), ∀s ∈ S. Thus, the A-codes (S, E ,A,f) can be
characterized completely by the family of mappings
{Ψe|e ∈ E} , and vice versa.

A source state s ∈ S in an A-code (S, E ,A,f)
can also be uniquely associated with a mapping Ψs

from E to A defined by Ψs(e) = f(s, e), ∀s ∈ S .
Then, again, the A-code(S, E ,A,f) can be character-
ized by a family of mapping Ψ = {Ψs|s ∈ S}. In
a conventional authentication system, the key space E
and the authenticator space A do not have any alge-
braic structures. We will consider A-codes in which
E and A have some additional algebraic structures.
In particular, E and A are free module over Rq, and
Ψ is a family of Rq-homomorphism(or linear map-
ping) from E to A. These codes are called linear A-
codes. As will be shown in Section VII, linear A-
codes are useful in constructing distributed authenti-
cation schemes.

Definition 1 An A-code (S, E ,A,f) is linear over
free modules if

i) E and A are finite-dimensional free modules
over Rq;

ii) for every s ∈ S , defined by Ψe(s) = f(s, e) is
an Rq-homomorphism from E to A.

We identify S with Ψ = {Ψs|s ∈ S} , and
write the A-code as (S, E ,A,f) to emphasize that the
source states are represented as homomorphism. We
may assume that E =Rn and A =Rm. Given a basis
a1, a2, a3, a4..., an of A, a homomorphism ϕ ∈ Φ can
be represented by a unique n × m matrix A over a
commutative ring with a identity element 1 and hav-
ing no zero divisor such that Ψ(e) = eA, ∀e ∈ E . If V
and W are two free modules over Rq, and is a homo-
morphism from V to W , we will denote Ker(Ψ) =
{v ∈ V |Ψ(v) = 0}. Obviously, Ker(Ψ) is a free
submodule of FM (FM means free modules in this
paper) and its dimension is denoted by dimKer(Ψ).

Next, we compute the success probabilities of im-
personation and substitution attacks for a linear A-
code. For the impersonation attack, we have

PI = max
ϕ∈Φ

max
a∈A

|{e|ϕ(e)=a}|
|E|

= max
ϕ∈Φ

|{e|ϕ(e)=0}|
|E|

= max
ϕ∈Φ

1/qdim(Ker(Ψ))−n = qn−γ ,
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where

γ = max
ϕ∈Φ

{dim(Ker(Φ))|ϕ ∈ Φ}.

Clearly,γ ≤ n−m, and if equality holds then PI

achieves the maximal value. In this case, each ϕ is
onto, i.e.,ϕs(E) = A,∀s ∈ S .

For the substitution attack, we have

PS = max
ϕ,ϕ′∈Φ,ϕ̸=ϕ′

max
a,a′∈A

|{e|ϕ(e)=a,ϕ′(e)=a′}|
|{e|ϕ(e)=a}|

= max
ϕ,ϕ′∈Φ,ϕ̸=ϕ′

max
a,a′∈A

|{e|ϕ(e)=a}∩{e|ϕ′(e)=a′}|
|{e|ϕ(e)=0}| .

In order to computePS , we need the following lemma.

Lemma 2 For any ϕ, ϕ′ ∈ Φ and any a, a′ ∈ A, we
have either

i)|{e|ϕ(e) = a} ∩ {e|ϕ′(e) = a′}| = 0 or
ii)|{e|ϕ(e) = a} ∩ {e|ϕ′(e) = a′}| = |{e|ϕ(e) =

0} ∩ {e|ϕ′(e) = 0}|.

Proof: Assume that |{e|ϕ(e) = a} ∩ {e|ϕ′(e) =
a′}| ̸= 0, then there exists an e0 ∈ {e|ϕ(e) = a} ∩
{ϕ′(e) = a′}. We define a function τ from {e|ϕ(e) =
a} ∩ {e|ϕ′(e) = a′} to {e|ϕ(e) = 0} ∩ {e|ϕ′(e) = 0}
by τ(e) = e−e0. It is easy to see that τ is one-to-one,
which implies |{e|ϕ(e) = a} ∩ {e|ϕ′(e) = a′}| ≤
|{e|ϕ(e) = 0} ∩ {e|ϕ′(e) = 0}|.

On the other hand, we can define a function τ
from {e|ϕ(e) = 0} ∩ {e|ϕ′(e) = 0} to {e|ϕ(e) =
a} ∩ {e|ϕ′(e) = a′} by τ(e) = e + e0. Again, τ is
one-to-one, which implies |{e|ϕ(e) = 0}∩{e|ϕ′(e) =
0}| ≤ |{e|ϕ(e) = a} ∩ {e|ϕ′(e) = a′}| giving the
proof of the lemma. ⊓⊔

From lemma 2, PS can be rewritten as

PS = max
ϕ,ϕ′∈Φ,ϕ̸=ϕ′

max
a,a′∈A

|{e|ϕ(e)=0}∩{e|ϕ′(e)=0}|
|{e|ϕ(e)=0}| .

3 INTERPRETING A LINEAR A-
CODE AS A FAMILY OF FREE
SUBMODULES

Definition 3 [12] An A-code(S, E ,A,f) is called I-
equitable if it has the additional property that ∀s ∈
S,a ∈ A, PI = |{e|f(s,e)=a}|

|E| .

Given an A-code C = (S, E ,A, f), we may, with-
out loss of generality, assume (A,+) is an Abelian
group. Let E∗ = E × A. We define a new A-code
C∗ = (S, E∗,A,f∗) with f∗ : S × (E × A) → A
defined by f∗(s, (e, a)) = f(s, e) + a.

Lemma 4 Let C = (S, E ,A,f) be an A-code. Then
C∗ = (S, E∗,A,f∗) defined above is I-equitable A-
code and P ∗

S ≤ PS , where PS
∗ and PS are the prob-

abilities of substitution attacks in C∗ and C, respec-
tively.

Proof: For any s ∈ S and a ∈ A, we have

PI
∗ = |{(e,b)|f∗(s,(e,b))=a}|

|E×A|

=

|
∪
b∈A

{e∈E|f∗(s,e)=a−b}|

|E||A|
= |E|

|E||A| =
1
|A| .

So (S, E∗,A, f∗) is I-equitable.
On the other hand,

PS
∗ =

max
s,s′∈S,s ̸=s′

max
a,a′∈A

|{(e,b)|f(s,e)=a−b}∪{(e,b)|f(s′,e)=a′−b}|
|{(e,b)|f(s,e)=a−b}|

≤ max
s,s′∈S,s ̸=s′

max
c,c′∈A

|{e|f(s,e)=c}∪{e|f(s′,e)=c′}|
|{e|f(s,e)=c}|

= PS .

The I-equitable property means that for any choice of
s and a, (s, a) has the least success chance for imper-
sonation attack, and maximizes PI . Using lemma 4,
we will only consider I-equitable A-codes.

We further assume that PS < 1. Then the source
state ϕ ∈ Φ of a linear A-code (Φ, E ,A) can be in-
terpreted as surjective homomorphism from E to A.
Indeed, for a given ϕ0 ∈ Φ, let L0 = Im(ϕ0) ⊆
A. If there exists ϕ ∈ Φ and ϕ ̸= ϕ0 such that
Im(ϕ) ̸= L0, since the A-code is I-equitable, we
know that dim(Im(ϕ)) = dim(L0), It follows that
there exists an isomorphism θ from Im(ϕ) to L0

and θϕ is an Rq-homomorphism from E to A and
Ker(θϕ) = Ker(ϕ0). Notice that θϕ ̸∈ Φ. Other-
wise, if ϕ is authenticated, the authenticated message
(ϕ, ϕ(e)) can be substituted with (θϕ, θ(ϕ(e)) that the
receiver will always accept as authentic. This contra-
dicts the assumption PS < 1. Thus, we can simply re-
place ϕ by θϕ without changing the parameters of the
A-code, and the procedure can be repeatedly carried
out until each element in Φ∗ is a surjective homomor-
phism from E to L0.

Let FM(n, q) denote the n-dimensional free
module (whose basis has n linear independent ele-
ments) over Rq.

Theorem 5 A linear A-code (S, E ,A) is called an
[n,M, t, d] linear A-code if and only if there exists a
family of free submodules of FM(n, q)

L = {L|L is a free submodule of FM(α, q)}
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such that
i) |L| =M ;
ii) dim(L) = n− t, ∀L ∈ L;
iii) dim(L ∩L′) ≤ n− (t+ d), ∀L,L′ ∈ L, L ̸=

L′.

Proof: Consider an [n,M, t, d] linear A-code C =
(Φ, E ,A) and let L={Ker(ϕ)|ϕ ∈ ϕ}. Since C
is I-equitable, PI = 1

qn−dim(Ker(ϕ)) = q−t, and so
dim(Ker(ϕ)) = n − t,∀ϕ ∈ Φ. From lemma 2,
we know

PS = max
ϕ,ϕ′∈Φ,ϕ̸=ϕ′

qdim(Ker(ϕ)∩Ker(ϕ′))

qdim(Ker(ϕ))

= max
ϕ,ϕ′∈Φ,ϕ̸=ϕ′

qdim(Ker(ϕ)∩Ker(ϕ′))−n+t

= q−d.

It follows that dim(Ker(ϕ) ∩Ker(ϕ′) ≤ n− (t+d)
and the necessity follows.

Conversely, if there is a family L of free submod-
ule of FM(α, q) such that conditions i)-iii) are sat-
isfied, then we take E=FM(n, q) and A=FM(t, q).
For each free submodule L ∈ L, there exists an Rq

-homomorphism from E to A such that L = Ker(ϕ).
Let Φ={ϕL|L ∈ L}. Then it is straightforward to ver-
ify that (Φ, E ,A) is an linear A-code.

4 BOUNDS ON LINEAR A-CODES
OVER FREE MODULES

In an [n,M, t, d] linear A-code over Rq, given n, t,
and d we would like to have M as large as possible.
In this section, we will derive some upper bounds on
M . We denote M = (n, t, d, q) the maximal M for
which an [n,M, t, d] linear A-code over Rq exists.

Let[
n
k

]
q

= (qn−1)(qn−1−1)···(qn−k+1−1)
(qk−1)(qk−1−1)···(q−1)

.

denotes the Gaussian coefficient. Then, the num-

ber of k-dimensional free submodule of Rq is

[
n
k

]
q

,

which gives an upper bound for M = (n, t, d, q).

Theorem 6 For any integer n, t, d with n ≥ t ≥ d
and prime power q, we have

M = (n, t, d, q) ≤
[

n
n− t

]
q

.

Theorem 7 M = (n, t, 1, q) =

[
n

n− t

]
q

.

Proof: Let L be the set of all (n − t)-dimensional
subspaces of the n-dimensional free submodule

FM(n, q). Then |L|=
[

α
α− γ

]
q

. Since for any

L,L′ ∈ L, L ̸= L′,dim(L ∩ L′) ≤ α − γ −
1, from Theorem 5, we know that there exists an

[n,

[
n

n− t

]
q

, t, 1] linear A-code over Rq.

If we take n = 2 and t = 1, then

[
2
1

]
q

= q+1.

We obtain a [2, q + 1, 1, 1] linear A-code. In other
words, we have a linear A-code (S, E ,A) with the fol-
lowing parameters:

|S| = q + 1,|E| = q2,|A| = q, and PI = PS = 1
q .

Choosing different values of t in Theorem 7 re-
sults in linear A-codes with different parameters.

The following result improve the bound in Theo-
rem 6 when d ≥ 2.

Theorem 8 For an [n,M, t, d] linear A-code over
Rq. we have

M [n, t, d, q] ≤

[
n

n− (t+ d) + 1

]
q[

n− t
n− (t+ d) + 1

]
q

.

Proof: From Theorem 5, we know that there
is an [n,M, t, d] linear A-code if and only if
there is a family of free submodule of FM(n, q),
L=L1, L2, · · ·LM with dim((FM)i) = n − t and
dim((FM)i ∩ (FM)j) ≤ n − (t + d). For each
i, 1 ≤ i ≤ M , let Ri denote the family of free sub-
module (FM)i of dimension n−(t+d)+1. It follows
that

|Ri| =
[

n− t
n− (t+ d) + 1

]
q

.

We claim that Ri ∩ Rj = ∅, ∀i ̸= j. Otherwise, if
C ∈ Ri∩Rj is a free submodule of dimension n−(t+
d) + 1, then C is a free submodule of both Li and Lj

which contradicts the assumption that dim((FM)i ∩
(FM)j) ≤ n− (t+ d). We then have[

n
n− (t+ d) + 1

]
q

≥ |
M∪
i=1

Ri| =M |Ri|

=M

[
n− t

n− (t+ d) + 1

]
q

.

The desired result follows immediately.
For any fixed n and k, as q → ∞ we have
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[
n
k

]
q

= (qn−1)(qn−1−1)···(qn−k+1−1)
(qk−1)(qk−1−1)···(q−1)

≈ q(n−k)k.

It follows that

M ≤
[

n
n− (t+ d) + 1

]
q

/

[
n− t

n− (t+ d) + 1

]
q

≈ q(n−(t+d)+1)(t+d−1)

q(n−(t+d)+1)(d−1) = q(n−(t+d)+1)t.

(1)
In the next section, we give a construction that meets
the asymptotic bound in (1).

5 CONSTRUCTIONS
We will show that linear A-code can be constructed
from rank distance codes. It turns out that such con-
structions result in linear A-codes that asymptotically
meet the bound in the previous session.

We first review rank distance codes studied by
Gabidulin in [11]. Let Λ = {Ai} be a set of m by
r matrices over Rq. The distance d(A,B) between
two matrices A and B in Λ is defined by d(A,B) =
rank(A−B) and the minimum distance of Λ, denoted
by d(Λ), is defined as

d(Λ) = min
A,B∈Λ,A̸=B

d(A,B).

Let d = d(Λ) and M = |Λ|. We call Λ an
(m× t,M, d) rank distance code. The following the-
orem establishes the relation between linear A-codes
and rank distance codes.

Theorem 9 If there exists an (m × t,M, d) rank
distance code over Rq, then there exists an [m +
t,M, t, d] linear A-code over Rq.

Proof: Let Λ be an (m× t,M, d) rank distance code.
We defined a set of t+m by t matrices

Φ =

{(
It
A

)
|A ∈ Λ

}
where It denotes the t by t identity matrix. For each
(It, A)

T ∈ Φ, we define

Ker

(
It
A

)

=

{
(e1, e2) ∈ Rt+m

q |(e1, e2)
(
It
A

)
= 0

}

where e1 ∈ Rt
q and e2 ∈ Rm

q . We consider the set of
free submodules of Rt+m

q .

L = {Ker
(
It
A

)
|
(
It
A

)
∈ Φ}.

Clearly, |L| = M and dim(Ker

(
It
A

)
) = m, we

show that for any A,B ∈ Λ,

dim(Ker

(
It
A

)
∩Ker

(
It
B

)
) ≤ m− d.

Indeed

|LA ∩ LB| = |Ker
(
It
A

)
∩Ker

(
It
B

)
|

= |{(e1, e2) ∈ Rt+m
q |(e1, e2)

(
It
A

)
= 0,

(e1, e2)

(
It
B

)
= 0}|

= |{(−e2A, e2) ∈ Rt+m
q |e2A = e2B}|

= |{e2 ∈ Rm
q |e2(A−B) = 0}|

= qm−rank(A−B) ≤ qm−d.

From Theorem 5, we know that (Φ, Rt+m
q , Rt

q) is a
[t + m,M, t, d] linear A-code and the claimed result
follows. ⊓⊔

Johansson[8] show that MRD-codes can be con-
structed from linearized polynomials.

Recall that a polynomial of the from F (z) =
m∑
i=0

fizq
i, where fi ∈ Rqt is called a linear poly-

nomial over Rq. Let k,m, t be integers satisfying
0 < k ≤ m ≤ t. By Pk,m,t, we denote the set all
linearized polynomials of degree at most qk−1. As-
sume that g1, g2, ...gm are specified elements of the
Rqt which are linearly independent over Rq. For each
F (z) ∈ Pk,m,t, set

cF (z) =


F (g1)
F (g2)

...
F (gm)

.

We associate cF (z) with an m × t matrix
A(cF (z)) = (aij), which is obtained by writing F (gi)
(expressed in a fixed base) as a row vector with entries
aij ∈ Rq.

Lemma 10 [9] {A(cF (z))|F (z) ∈ Pk,m,t} is an
MRD-code. That is, {A(cF (z))|F (z) ∈ Pk,m,t} is an
(m× r, qtk,m− k + 1) rank distance code.

Theorem 11 Let n, t, d be integers satisfying 0 <
t + d ≤ n and let q be a prime. The above con-
struction from linearized polynomials results in a
[n, qt(n−t−d+1), t, d] linear A-code.
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Proof: Put k = n − t − d + 1 and m = n − t.
Applying Theorem 9 and Lemma 10, we obtain the
desired result. ⊓⊔

Choosing n = 2 and t = d = 1, we have
a linear A-code (S, E ,A) with |S| = q,|E| = q2,
and |A| = q, with PI = PS = 1

q . The code has
the same parameters as the A-code C = (S, E ,A,f),
where S = Rq ×Rq and f defined as f(s, (e1, e2)) =
e1s+ e2, ∀s ∈ S, (e1, e2) ∈ E . It is easy to verify that
C is linear and PI = PS = 1

q .
Comparing Theorem 11 with Bound (1), we get

the following result.

Theorem 12 The parameters given in Theorem 11
asymptotically meet the bounds in Theorem 8.

The end of this section, we give the relation about
orthogonal arrays and linear codes from free module
over Rq. It is a generalization of linear codes from
linear space over Fq( it means a field including q ele-
ments).

Definition 13 Let X be symbol set of cardinality
|X| = n ≥ 1 and let k ≥ 2. An orthogonal array
OA(n, k) is an N × k array A with entries from X
such that within any two column from A, every or-
dered pair of symbols from X occurs in exactly one
row of A.

A vector u = (u1, u2, · · · , uk) ∈ Sk, where S
is a symbol set of cardinality |S| = s ≥ 1, Sk is
all sk vectors, in which these vectors’s length is k,
any subset C of Sk is called a linear code, the vector
is called codeword in C, these codewords are closed
for addition and scalar multiplication. Nonzero ele-
ments number of a vector u = (u1, u2, · · · , uk) ∈ Sk

is defined as its Hamming weight w(u). Hamming
distance dist(u, v) of two vectors u, v ∈ Sk is de-
fined as the number of different components of the
two vectors. Minimum distance of code C is defined
as d = min

u,v∈C,u ̸=v
dist(u, v). The above mentioned the

distance d(A,B) between two matrices A and B over
Rq is a generalization of Hamming distance dist(u, v)
of two vectors u, v ∈ Rq. If C include N codewords,
so we callC is a code, denoted by (k,N, d)s, in which
k is code length of C, N is the number of codewords
in C, d is Minimum distance C and C is defined as a
symbol set S.

Let a symbol set S be a Rq, as above, the linear
code C from Rq is denoted by (k,N, d). If its dimen-
sion is n(non-negative integer), then the size of the
code is N = qn, 0 ≤ n ≤ k. Similarly, if the row of
an orthogonal array is different from each other and
form a free submodule of Rk

q , then we call the orthog-
onal array is linear.

For linear code C, its minimum distance is mini-
mum weight of all nonzero codewords:

d = min
u∈C,u ̸=0

w(u).

Let G is a generator matrix of linear code C, that the
matrix’s row is a basis of linear code C, then all code-
words is expressed as u = xG, where x is taken over
all vectors in Rn

q . For example, the orthogonal array
OA(8, 4) 

0 0 0 0
0 0 1 1
0 1 0 1
0 1 1 0
1 0 0 1
1 0 1 0
1 1 0 0
1 1 1 1


,

its generator matrix is 1 0 0 1
0 1 0 1
0 0 1 1

 .
Theorem 14 Let a orthogonal array OA(n, k) is de-
fined as Rq, then any t column is linearly independent
in Rq. Otherwise, if A is a N × k array, its row form
a free submodule of Rk

q and any t column of A is lin-
early independent inRq, thenA is a orthogonal array.

Proof: Take any t column v1, v2, · · · , vt of a orthog-
onal array OA(n, k), suppose

c1v1 + c2v2 + · · ·+ ctvt = 0, c1, · · · , ct ∈ Rq.

There is a row is (1, 0, · · · , 0) in matrix
(c1, c2, · · · , ct), from the above equation, we can de-
duce c1 = 0. Similarly, we can deduce c2 = · · · =
ct = 0. So v1, v2, · · · , vt is linearly independent in
Rq.

Let A is a N × k array, its row form a free sub-
module of Rk

q , any t column of A is linearly indepen-
dent in Rq. There exists an integer 0 ≤ n ≤ k such
that N = qn. Let G is a generator matrix of A, it is a
N×k matrix, all row ofA is expressed as ξG, ξ ∈ Rn

q .
Take any t column ofA, G1 is expressed asN× tma-
trix by corresponding t column in G, then t column
of G1 must be linearly independent in Rq, otherwise,
A corresponds t column is linearly dependent, this is
not possible. In the corresponding t column in A, the
number of occurrences for any t topples z as row in
A equal to the number of solutions for the equation
ξG1 = z, ξ ∈ Rn

q , because the rank of G1 is t, the
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number of solutions is qn−t. Therefore, A is a orthog-
onal array.

Let C is a linear code over Rq, if it has the fol-
lowing property:

(c0, c1, · · · , ck−1)

is a codeword of C, then

(ck−1, c0, · · · , ck−2)

is also a codeword of C, we call the code is a circle
code.

For a orthogonal array, we also introduce the
same definition. For a linearly orthogonal array, if

(c0, c1, · · · , ck−1)

is its row, then

(ck−1, c0, · · · , ck−2)

is also its row, now the orthogonal array is called a
circle array. The codeword

(c0, c1, · · · , ck−1)

can be expressed as the polynomial

c0 + c1X + · · ·+ ck−1X
k−1,

the codeword

(ck−1, c0, · · · , ck−2)

can be expressed as the polynomial

X(c0 + c1X + · · ·+ ck−1X
k−1)(modXk − 1),

hence the code C is corresponding to a idea I of
Rq[x]/(X

k − 1), it is a principal idea, the polyno-
mial g(X) with minimum degree and the leading co-
efficient equal 1 is a generator of I . All codewords
can be expressed as the polynomial α(X)g(X), where
α(X) is taken over all polynomials with degree ≤
k − 1 − deg{g(X)} in Rq. Therefore, we can find
the dimension of C is k − deg{g(X)}. The polyno-
mial g(X) must be a divisor of Xk − 1. Otherwise,
the greatest common divisor of g(X) and Xk − 1 is
a polynomial whose degree no more than deg{g(X)}
in Rq, this contradicts that g(X) is a generator of I .

Similar to the finite field[15], we can construct
Reed-Solomon code by circle code in Rq, it is a kind
of important linear code. We will do further work for
concrete construction in future.

6 APPLICATIONS
Linear A-codes has been implicitly used in construct-
ing distributed authentication schemes, for example,
A2-codes[8],group authentication schemes[7,9] and
one-time fail-stop signatures[11]. With appropriate
modification, these constructions can be generalized
to any linear A-codes. In this section, we show how
linear A-codes can be used as a building block for con-
structing broadcast authentication systems.

Broadcast A-codes (also called multi-receiver A-
codes)[2] are another extension of conventional A-
codes. In a broadcast A-code, there are multiple re-
ceivers, and a sender can authenticate a message to all
receivers by broadcasting a message in such a way that
each receiver can individually verify the authenticity
of the message. An obvious solution is to use a con-
ventional A-code and give all receivers the same key
of the A-code. The sender can just broadcast the au-
thenticated messages of the A-code. This is not secure
because a receiver can impersonate the sender and
send fraudulent messages to other receiver. Another
solution is to choose individual authentication keys for
each receiver to share with the sender. To authenticate
a message, the sender generates all the authenticators
for all the keys, and broadcasts the concatenation of
them which each receiver can verify its authenticity
through his/her corresponding component. This so-
lution, although secure, is very inefficient when the
group of receivers is large as the number of keys and
the length of broadcast increase linearly with the num-
ber of receivers.

Desmedt et al.[1] gave a solution that achieves
both efficiency and security. To guarantee the effi-
ciency, they relaxed the security requirement to the
threshold security; namely, it is assumed that the num-
ber of the malicious receivers (who might collude to
attack the system) is bounded by some threshold pa-
rameter. More precisely, in a broadcast A-code, there
are l receivers in which at most k − 1 malicious re-
ceivers might try to attack the system. A (k, l) broad-
cast A-code was constructed in [1] using the linear
A-code of Example 6.1. We will generalize this con-
struction method for general linear A-codes.

Let (S, E ,A,f) be a linear A-code over Rq. A
(k, l) broadcast A-code using (S, E ,A, f) can be con-
structed as follows. Let R1, · · ·Rl denote l receivers
and let T be the sender. The key for the sender T
is a k-tuple (e0, e1..., ek−1) ∈ Ek and the key for
Ri, 1 ≤ i ≤ l is

αi =
k−1∑
j=0

xi
jej ,

where x1, x2 · · ·xl are l public distinct elements of
FM(n, q). To authenticate a message s, the sender
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broadcasts the authenticator (a0, a1 · · · ak−1) ∈ Ak to
all receivers, where aj = f(s, ej) , for j = 0, 1 · · · k−
1. Upon receiving the broadcast message, Ri accepts
s as authentic if

k−1∑
j=0

xi
jaj = f(s, αi).

Again, using a proof similar to [1], it is not dif-
ficult to prove the security of the above construction.
We emphasize that in this construction the key size
of the sender and the size of broadcast grows linearly
with k, the security parameter of the system, rather
than l, the number of receivers in the previous triv-
ial solution. By choosing efficient underlying linear
A-codes, we obtain more efficient broadcast A-codes
than previous known schemes.

Multi-sender authentication code is also exten-
sion of conventional A-codes. Multi-sender authen-
tication system refers to that a group of senders co-
operatively send a message to the receiver, then the
receiver should be able to ascertain that the message
is authentic. About this case, many scholars had also
much researches and had made great contributions to
multi-sender authentication codes [1,9]

In the actual computer network communications,
multi-sender authentication codes include sequential
model and simultaneous model. Sequential model is
that each sender uses their own encoding message to
the receiver, the receiver receives the message and ver-
ifies whether the message is legal or not. Simultane-
ous model is that all senders use their own encoding
rules to encode a source state, and each sender sends
the encoded message to the synthesize respectively,
then the synthesizer forms an authenticated message
and verifies whether the message is legal or not. In
this paper, we will adapt to the second model.

In a simultaneous model, there are four partic-
ipants: a group of senders P = {P1, P2, · · · , Pn},
the keys distribution center, he responsible for the
key distribution to senders and receiver, including
solving the disputes between them, a receiver R, a
synthesizer, he only runs the trusted synthesis al-
gorithm. The code works as follows: each sender
and receiver has their own Cartesian authentication
code respectively. Let (S,Ei, Ti; fi)(i = 1, 2, · · · , n)
be the sender’s and Cartesian authentication code,
(S,ER, T ; g) be the receiver’s Cartesian authentica-
tion code, h : T1 × T2 × · · · × Tn → T be the syn-
thesis algorithm. πi : E → Ei be a subkey gen-
eration algorithm, where E is the key set of the key
distribution center. When authenticating a message,
the senders and the receiver should comply with the
protocol: The key distribution center randomly se-
lects a encoding rule e ∈ E and sends ei = πi(e)
to the ith sender Pi(i = 1, 2, · · · , n) secretly, then

he calculates eR by e according to a effective algo-
rithm, and secretly sends eR to the receiver R; If the
senders would like to send a source state s to the re-
ceiver R, Pi computes ti = fi(s, ei)(i = 1, 2, · · · , n)
and sends mi = (s, ti)(i = 1, 2, · · · , n) to the syn-
thesizer through an open channel; The synthesizer re-
ceives the message mi = (s, ti)(i = 1, 2, · · · , n) and
calculates t = h(t1, t2, · · · , tn) by the synthesis algo-
rithm h, then sends messagem = (s, t), he checks the
authenticity by verifying whether t = g(s, eR) or not.
If the equality holds, the message is authentic and is
accepted. Otherwise, the message is rejected.

We assume that the key distribution center is cred-
ible, though he know the senders’ and receiver’s en-
coding rules, he will not participate in any communi-
cation activities. When transmitters and receiver are
disputing, the key distribution center settles it. At
the same time, we assume that the system follows
the Kirchhoffs principle which except the actual used
keys, the other information of the whole system is
public.

In the whole system, we assume{P1, P2, · · · , Pn}
are senders, R is a receiver, Ei is the encoding rules
set of the sender Pi, ER is the decoding rules set of
receiver R. If the source state space S and the key
space ER of receiver R are according to a uniform
distribution of message space M and tag space T are
determined by the probability distribution of S and
ER. Now let us consider various attacks. Here there
still are two kinds of attack:

The opponent’s impersonation attack: the largest
probability of an opponent’s successful impersonation
attack

PI = max
m∈M

|{eR ∈ ER|eR ∈ m}|
|ER|

.

The opponent’s substitution attack: the largest proba-
bility of an opponent’s successful substitution attack

PS = max
m∈M

max
m′ ̸=m∈M

|{eR ∈ ER|eR ∈ m, eR ∈ m′}|
|{eR ∈ ER|eR ∈ m}|

The following gives a example for a construction
about multi-sender authentication code.

Let the set of source states S = R∗
q , that is the

nonzero elements set in Rq, The set of i−th transmit-
ter’s encoding rules Ei = {ei|ei ∈ Rq × R∗

q}, the set
of receiver’s decoding rules ER = {eR|eR ∈ Rk

q ×
(Rk

q )
∗}, where (Rk

q )
∗ is the nonzero elements of Rk

q ,
the set of i−th transmitter’s tags Ti = {ti|ti ∈ Rq},
the set of receiver’s tags T is a linear code C over Rq,
denoted by C = [n, k]. A k× n matrix G is a genera-
tor matrix of C. Let the encoding map

fi : S × Ei → Ti, fi(s, ei) = ui + svi(1 ≤ i ≤
n), where ei = (ui, vi) ∈ Ei.
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The decoding map g : S × ER → T,G(s, eR) =
(α+ sβ)G, where eR = (α, β) ∈ ER. The synthesiz-
ing map

h : T1 × T2 × · · · × Tn → T,

h(t1, t2, · · · , tn) = (w1 + sw2) + (t1, t2, · · · , tn),
where w1, w2 ∈ Rq

k.

The scheme has the following steps:

1. Key distribution
The key distribution center randomly chooses an

e = (u, v) ∈ C×C∗, whereC∗ is nonzero codes inC,
assume u = (u1, u2, · · · , un), v = (v1, v2, · · · , vn),
then he calculates ei = πi(e) = (ui, vi) and (α1, β1)
satisfying
α1(G) = (u1, u2, · · · , un), β1(G) = (v1, v2, · · · , vn).
Again v ̸= 0, so β1 ̸= 0, then (α1, β1) ∈ Rk

q × (Rk
q )

∗;
The key distribution center also randomly chooses an
(w1, w2) ∈ Rk

q ×Rk
q and calculates eR = (α, β) such

that α = w1 + α1, β = w2 + β1; He secretly sends
eR, ei to the receiver R and sender Pi(1 ≤ i ≤ n)
respectively, at the same time, sends (w1, w2) to the
synthesizer.

2. Broadcast. If the senders want to send a source
state s ∈ S to the receiver R , the sender Pi calculates
ti = fi(s, ei) = ui + svi, then sends (s, ti)(1 ≤ i ≤
n) to the synthesizer.

3. Synthesis. After the synthesizer re-
ceives (s, (t1, t2, · · · , tn)), he calculates
h = (t1, t2, · · · , tn) = (w1 + sw2) + (t1, t2, · · · , tn)
and then sends m = (s, t) to the receiver R.

4. Verification. When the receiver R receives m =
(s, t), he calculates t′ = g(s, eR) = (α + sβ)G. If
t = t′, he accepts t, otherwise, he rejects it.

The same as above multi-receiver, using a proof
similar to [14], it is not difficult to prove the security
of the above construction. Where

PI = max
m∈M

|{eR ∈ ER|eR ∈ m}|
|ER|

=
1

qk
,

PS = max
m∈M

max
m′ ̸=m∈M

|{eR∈ER|eR∈m,eR∈m′}|
|{eR∈ER|eR∈m}|

= 1
qk−1 ,

we can see that the chances of success in the corre-
sponding attacks would be greatly reduced when the
number n and k are large enough.

7 CONCLUSION
Linear A-codes are a new, interesting class of A-
codes. We have shown that such A-codes can be char-
acterized in terms of families of free module of over

a commutative ring Rq with a identity element 1 and
no zero divisors. We derived an upper bound on the
number of source states of these codes and gave con-
structions that asymptotically meet the bound. How-
ever, the construction that is closed to the asymptotic
bound is only when q, the size of Rq, is sufficiently
large. An interesting research problem is whether the
bound in Theorem 8 can be met for general q, and in
particular, when is small. In this paper, we realizes the
generalization of a linear A-code C = (S, E ,A,f) de-
fined using vector spaces over finite field to free mod-
ules over Rq, but these results still need further to im-
prove according to the differences of algebra structure
between vector space and free modules in future.

We believe linear A-codes over ring can be used
in other distributed systems in which A-codes play a
role and so exploring such applications needs further
work.
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