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Abstract: A3-code has a dishonest arbiter who may disturb the communication compared with A2-code, and the
arbiter also has some secret key information used to arbitrate in the case of dispute between the senders and
receivers. This paper firstly introduces the model of A3-code and the seven types of possible cheating attacks as
well as their computational formula. And then a construction of A3-code is presented using the incidence relation
of flats from projective spaces over finite fields. The parameters of the code and the probabilities of success in
different attacks are also computed, assuming that the probability distributions of source states and participants
keys are uniform.
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1 Introduction

The security of information system mainly has two
aspects, confidentiality and authentication. Confiden-
tiality is used to prevent enemies decoding the confi-
dential information of the system, which can be solved
by the cryptographic techniques. The authentication
is to guard against the active attacks, such as falsi-
fication or manipulation of information. It plays an
important role in protecting all kinds of communica-
tion systems in open environment. To promote the au-
thentication technology, Simmons developed the in-
formation theory of the authentication system and in-
troduced the concept of authentication channel which
is used to deliver messages between two parties, called
the transmitter and the receiver. Simmons firstly in-
troduced the authentication model, A-codes for short,
containing a transmitter and a receiver who share a
common secret key in [1], to protect the transmitter
and the receiver from active deceptions from a third
party, often called the opponent. The receiver verifies
whether the received message is authentic , i.e., orig-
inated by the transmitter, while the opponents mainly
send the wrong message, tamper with or replace the
correct message to make the receiver can’t identify the
authenticity of the message. The opponents’ attacks
have two different types, impersonation and substitu-
tion. The opponent has not seen any previous com-
munication in impersonation, while in substitution, he
has seen one transmitted message. In order to make

the receiver identify the authenticity of the message
with a high probability, the authentication code was
restricted to be Cartesian authentication code, which
has no security feature, and only the authentication
feature.

The authentication model has been constructed in
many ways. Since the transmitter and the receiver
share the same key, they must be assumed trustworthy.
In practice, this is unnatural in many situations where
the transmitter and the receiver cannot trust each other.
The transmitter may send a message but then later
deny having sent any messages. Or the receiver may
claim to have received a message that was never sent
by the transmitter. Inspired by these problems, Sim-
mons therefore introduced an extended authentication
model, called the authentication code with arbitra-
tion, or simply A2-code, in which the transmitter and
the receiver do not trust each other [2] . Hence, dis-
putes between them may occur. There is a third par-
ticipant, called arbiter, to solve possible disputes be-
tween the transmitter and the receiver. The arbiter is
assumed to be honest and have access to all key infor-
mation. His sole task is to solve possible disputes be-
tween the two other participants and he does not take
part in any communication activities.

Let S,M, ET , ER be four nonempty finite sets,
f : S×ET → M and g : M×ER → S∪{reject} be
two maps. The six-tuple (S,M, ET , ER,f, g) is called
an A2-code, if:

1. The maps f : S×ET → M and g : M×ER →
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S ∪ {reject} are surjective.
2. For any m ∈ M and et ∈ ET , if there exists

an s ∈ S satisfying f(s, et) = m, then such an s is
uniquely determined by the given m and et.

3. P (et, er) ̸= 0 and f(s, et) = m implies
g(m, er) = s, otherwise g(m, er) = {reject}.

S,M, ET , and ER are the set of source states,
the set of messages, the set of transmitters’ keys and
the set of receivers’ keys, respectively. f and g are
called encoding function and decoding function, re-
spectively.

The construction of authentication code with ar-
bitration provides protection against deceptions both
from an outsider (opponent) who do not have access to
any key information and from the insiders (transmitter
and receiver) who have some key information. As to
the construction of codes for this model, the domes-
tic and foreign scholars have made abundant achieve-
ments in authentication theory, such as [3, 4, 5], and
Multi-receive Authentication Codes have been con-
structed in [6, 7].

In an A2-model, the arbiter is by definition not
cheating. This is an assumption which can be removed
if we want to study the problem of constructing au-
thentication models where the scenario is even worse
than the A2-model with a cheating arbiter. Brickell
and Stinson introduced authentication codes with dis-
honest arbiter in [8], or A3-code for short. An A3-
code is an extension of A2-code in which none of the
three participants, transmitter, receiver and arbiter, is
assumed trusted.

The research about A3-code also has a lot of
achievements. Thomas Johansson [9] has given some
bounds of A3-code, optimal constructions of A3-code
and also an extended broadcast authentication system
with multireceiver where transmitter can collude with
unauthorised groups of receivers. Yejing Wang and
Rei Safavi-Naini [10] extend the general attack model
of A3-codes by allowing transmitter and receiver not
only to attack individually but also collude with the ar-
biter against the other. They also study the combina-
torial structure of optimal A3-code against collusion
attacks and derive information theoretic lower bounds
on success probability of various attacks, and combi-
natorial lower bounds on the size of key spaces. Then
[11] provides the bounds on probability of the possi-
ble attacks and gives the construction of A3-code with
multiple senders that satisfy the bounds with equality.

The paper is organized as follows. In section 2
we introduce the model ofA3-code and the definition
of various attacks. Section 3 gives the relevant knowl-
edge of projective space and some important lemmas
and theorems. In section 4 we show a construction
ofA3-code from projective spaces over finite fields
and the computation of the probabilities of success in

different attacks. In section 5 we give a conclusion for
this paper.

2 The Model of A3-code
In an normal A3-code, there are three participants: a
transmitter T , a receiver R and an arbiter A, none of
them is assumed trusted. Each participant has some
secret key information used to protect himself against
attacking in the system. The arbiter may disturb the
communication but he will be assumed trusted during
his arbitration. There is also an outsider O, who has
no key information.

Let S,M, ET , ER and EA be the set of source
states, the set of messages, the set of transmitter’s, re-
ceiver’s and arbiter’s keys, respectively. Here we de-
note an A3-code by A3(T,R,A,S,M,ER, EA).

Similar to A2-code, the transmitter’s key et ∈ ET
determines the encoding function

f : S × ET → M.

The receiver’s key er ∈ ER determines the decod-
ing function

g : M×ER → S ∪ {reject}

If g(m, er) ∈ S, the receiver will accept m as valid.
The arbiter’s key ea ∈ EA determines a subset

M(ea) ⊆ M.

If m ∈ M(ea), the arbiter will determine m as valid,
where M(ea) is the set of possible messages which
are valid for the arbiter’s key ea.

Let M(et) be the set of possible messages for
transmitter’s key information et, then

M(et) = {m ∈ M : f(s, et) = m, s ∈ S}.

Let M(er) be the set of possible messages for
receiver’s key information er, then

M(er) = {m ∈ M : g(m, er) ∈ S}.

Let ET (er) be the set of possible transmitter’s key
information for a given receiver’s key er, then

ET (er) = {et ∈ ET : f(s, et) ∈ M(er), s ∈ S}.

Let ET (ea) be the set of possible transmitter’s key
information for a given arbiter’s key ea, then

ET (ea) = {et ∈ ET : f(s, et) ∈ M(ea), s ∈ S}.

The transmitter T uses his key information et to
encrypt a source state s ∈ S into a message m ∈ M,
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i.e., m = f(s, et), and then send m to the receiver R
through a public channel. R uses his key information
er to verify the authenticity of the received message
m. The arbiter A who doesn’t know the key informa-
tion of T and R will resolve a dispute between the T
and R using his key information.

For any message m ∈ M, we assume that there
exists at least one receiver’s key er ∈ ER and one ar-
biter’k key ea ∈ EA such that m ∈ M(er) ∩M(ea),
otherwise the message m can be deleted from M.
Given a receiver’s key er and an arbiter’s key ea, for
any message m ∈ M(er) ∩ M(ea) (if M(er) ∩
M(ea) ̸= ∅), we assume that that there exists at least
one transmitter’s key et ∈ ET (er) ∩ ET (ea) such that
m ∈ M(et), otherwise the message m can be deleted
from M(er) ∩M(ea).

The receiver and the arbiter must recognize all of
the legal messages from the transmitter. Thus the par-
ticipants’ keys must have been chosen appropriately.
This means that there is a dependence among the three
participants’ keys and all triple (et, er, ea) will not be
possible in general.

The model has the following steps.
1. Key Generation and Distribution: The first

step can be performed by an honest and trustworthy
authority (such as the Key Distribution Center) who
choose the valid triple (et, er, ea) and securely deliver
the keys et, er, ea to the three participants T , R and
A, respectively. A valid triple has the property that if
f(s, et) = m, then g(m, er) = s and m ∈ M(ea).

2. Authentication: To send a source state s ∈ S ,
the transmitter T uses et to generate an authentic mes-
sage m = f(s, et), and then sends m to the receiver.

3. Verification: The receiver R uses er to ver-
ify the authenticity of a received message m. If
g(m, er) ∈ S , he accepts the message as the authen-
tic, and conversely.

4. Arbitration: A dispute may occur between
the transmitter and the receiver. In the case of dis-
putes, the arbiter can decide whether the message m
is generated by the transmitter T using his key ea. If
m ∈ M(ea), he decide that m is generated by T , and
conversely.

In the model of the authentication codes presented
in this paper, the arbiter may also attack the system.
So there are essentially seven types of possible cheat-
ing attacks. The attacks are the following:

1. Attack I (Impersonation by the opponent). The
opponent places a message m into the channel. He
succeeds if this message m is accepted as the authen-
tic by the receiver.

2. Attack S (Substitution by the opponent). Ob-
serving a legitimate message m ,the opponent places
another message m′ into the channel.He is successful

if the receiver accept m′ as an authentic message.
3. Attack T (Impersonation by the transmitter).

Transmitter sends a fraudulent message m which is
not valid for his key et to the receiver. The transmitter
succeeds if this message m is accepted by the receiver
as the authentic.

4. Attack R0 (Impersonation by the receiver). The
transmitter doesn’t send any message, but the receiver
claims to have received a message m from the trans-
mitter. The receiver succeeds if the message m is valid
for the arbiter’s key ea.

5. Attack R1 (Substitution by the receiver). The
transmitter sends a legitimate message m to receiver,
but the receiver claims to have received a message
m′(m′ ̸= m) using his key information er. He suc-
ceeds if the message m′ is valid for the arbiter’s key
ea.

6. Attack A0 (Impersonation by the arbiter). This
attack is similar to the Attack I. The arbiter places a
message m into the channel using his key ea and he
succeeds if m is accepted as the authentic by the re-
ceiver. The arbiter will have a better chance of success
than the opponent for he has more information about
the keys.

7. Attack A1 (Substitution by the arbiter). This
attack is similar to the Attack S. Knowing the legiti-
mate message m and using his key ea, the arbiter puts
another message m′ into the channel. He succeeds if
the message m′ is accepted by the receiver.

Authentication codes that take caution against all
above seven different ways to cheat are referred to A3-
codes. We adopt Kerckhoffs principle that all param-
eters in the model except the actual choices of par-
ticipants’ keys are public information. This includes
the probability distribution of the source states and
the participants’ keys. In all of these possible attacks
to cheat, it is understood that the opponent is using
an optimal strategy when choosing the message, or
equivalently, that the opponent chooses the message
that maximizes his chances of success.

For the seven possible types of deceptions, we de-
note the probability of success in each deception by
PI , PS , PT , PR0 , PR1 , PA0 , PA1 , respectively. Ac-
cording to the definition of the seven types of decep-
tions above, we can have the following definition.

Definition 1 The general definitions of probability of
success are as follows.

PI = max
m

P (m valid), (1)

PS = max
m,m′
m̸=m′

P (m′ valid|m), (2)

PT = max
m,et

m/∈M(et)

P (m valid| et), (3)
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PR0 = max
m,er

P (m ∈ M(ea)| er), (4)

PR1 = max
m,m′,er
m̸=m′

P (m′ ∈ M(ea)| er,m), (5)

PA0 = max
m,ea

P (m valid| ea), (6)

PA1 = max
m,m′,ea
m̸=m′

P (m′ valid| ea,m). (7)

We further introduce some notations. Let ER(m)
be the set of possible receiver’s keys for a given mes-
sage m, then

ER(m) = {er ∈ ER : g(m, er) ∈ S}.

Let EA(m) be the set of possible arbiter’s keys for
a given message m, then

EA(m) = {ea ∈ EA : p(ea,m) ̸= 0}.

Let ER(et) be the set of possible receiver’s keys
for a given transmitter’s key et, then

ER(et) = {er ∈ ER : g(m, er) ∈ S,m ∈ M(et)}.

Let ER(ea) be the set of possible receiver’s keys
for a given arbiter’s key ea, then

ER(ea) = {er ∈ ER : p(ea, er) ̸= 0}.

Let EA(er) be the set of possible arbiter’s keys for
a given receiver’s key er, then

EA(er) = {ea ∈ EA : p(ea, er) ̸= 0}.

Using the above notations, we can rewrite the
Definition 1 in the following form which are more
specific.

Definition 2 The probabilities of success in different
deceptions are as follows.

PI = max
m

|ER(m)|
|ER|

, (8)

PS = max
m,m′
m ̸=m′

|ER(m) ∩ ER(m′)|
|ER(m)|

, (9)

PT = max
m,et

m/∈M(et)

|ER(m) ∩ ER(et)|
|ER(et)|

, (10)

PR0 = max
m,er

|EA(m) ∩ EA(er)|
|EA(er)|

, (11)

PR1 = max
m,m′,er
m̸=m′

|EA(m) ∩ EA(m′) ∩ EA(er)|
|EA(m) ∩ EA(er)|

, (12)

where P (m, er) ̸= 0.

PA0 = max
m,ea

|ER(m) ∩ ER(ea)|
|ER(ea)|

, (13)

PA1 = max
m,m′,ea
m ̸=m′

|ER(m) ∩ ER(m′) ∩ ER(ea)|
|ER(m) ∩ ER(ea)|

, (14)

where P (m, ea) ̸= 0.

It is then convenient to calculate the probabilities
of success in different deceptions using (8)-(14).

3 Preliminaries
We first make a brief introduction of the relevant
knowledge of projective space, and the specific con-
tent can be found in [12]. Let n ≥ 1 be an integer
and F(n+1)

q be the (n + 1)-dimensional row vector
space over Fq. The 1-dimensional vector subspaces of
F(n+1)
q will now be called points, the 2-dimensional,

3-dimensional, and n-dimensional vector subspaces
of F(n+1)

q will be called lines, planes, and hyper-
planes, respectively. The (r + 1)-dimensional vector
subspaces of F(n+1)

q will be called projective r-flats, or
simply r-flat(0 ≤ r ≤ n). The 0-flats, 1-flats, 2-flats,
and(n − 1)-flats are points, lines, planes and hyper-
planes, respectively. An r-flat is said to be incident
with an s-flat, if the r-flat as a vector subspaces con-
tains or is contained in the s-flat as a vector space.
Then the set of 1-dimensional vector subspaces of
F(n+1)
q , together with the r-flats (0 ≤ r ≤ n) and

the incidence relation among them is called the n-
dimensional projective space over Fq and is denoted
by PG(n,Fq).

Let P be a point of PG(n,Fq), then P is
a 1-dimensional vector subspace of F(n+1)

q . Let
(x0, x1, . . . , xn) be a non-zero vector in P , then

P = {λ(x0, x1, . . . , xn)|λ ∈ Fq}.

For any λ ∈ F∗
q , the non-zero vector

(λx0, λx1, . . . , λxn) is called a system of coordinates,
or simply the coordinates of the point P . Clearly, a
system of coordinates of a point P is uniquely deter-
mined up to a non-zero constant multiple of Fq.

According to the definition of PG(n,Fq) given
above, we can know that the set of r-flats of
PG(n,Fq) and the set of (r + 1)-dimensional vec-
tor subspaces of F(n+1)

q are in one-to-one correspon-
dence. The r-flat F corresponding to an (r + 1)-
dimensional vector subspace U can be regarded as the
set of points whose coordinates are the non-zero vec-
tors of U .
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Define the dimension of an r-flat in PG(n,Fq) to
be r and denote dim F = r, but the corresponding
(r + 1)-dimensional vector subspace U is of dimen-
sion r + 1. Moreover, we define the empty set ∅ of
points in PG(n,Fq) to be of dimension -1 and denote
dim ∅ = −1. Let R1 and R2 be flats of PG(n,Fq).
R1 ∩ R2 which is called the intersection of R1 and
R2 is the set of points contained in both R1 and R2.
R1 ∪ R2 called the join of R1 and R2 is the minimal
flat containing both R1 and R2. From the dimension
formula of F(n+1)

q , we can deduce the dimension for-
mula of PG(n,Fq) immediately.

Lemma 3 Let R1 and R2 be two flats of
PG(n,Fq).Then

dim R1+dim R2 = dim(R1∩R2)+dim(R1∪R2).

Let N(m,n) be the number of m-dimensional
vector subspaces in F(n)

q , where 0 ≤ m ≤ n. Then
we have

N(m,n) =
[ n
m

]
q
,

where
[
n
m

]
q

is called Gaussian coefficient, and

[ n
m

]
q
=

n∏
i=n−m+1

(qi − 1)

m∏
i=1

(qi − 1)

and agree
[
n
0

]
q
= 1 for all integer n.

The following lemmas and theorems will be used
in the later proof process.

Lemma 4 [12] Let m ≤ n. Then the number of m×n

matrices of rank m over Fq is q
m(m−1)

2

n∏
i=n−m+1

(qi −

1).

Theorem 5 [12] In PG(n,Fq),
(1) The number of m-flats (0 ≤ m ≤ n) is

N(m+ 1, n+ 1) =

[
n+ 1

m+ 1

]
q

.

In particular, PG(n,Fq) has qn+qn+1+. . . · · ·+
q+1 points and qn+qn+1+. . . · · ·+q+1 hyperplanes.

(2) The number of k-flats contained in a given m-
flat (0 ≤ k ≤ m ≤ n) is

N(k + 1,m+ 1) =

[
m+ 1

k + 1

]
q

.

(3) The number of m-flats containing a given k-
flat (0 ≤ k ≤ m ≤ n) is

N(m− k, n− k) =

[
n− k

m− k

]
q

.

Lemma 6 [13] Let m, s, t be nonnegative integers
and max{0,m + s − n} ≤ t ≤ min{m, s}. U is a
random m-dimensional vector subspace of F(n)

q . Then
the number of s-dimensional vector subspaces R sat-
isfying dim(U ∩R) = t, independent of the choice of
U , is

q(s−t)(m−t)

[
n−m

s− t

]
q

[m
t

]
q
.

Corollary 7 Let m, s be nonnegative integers and
max{−1,m + s − n} ≤ t ≤ min{m, s}. P is a
random m-flat of PG(n,Fq). Then the number of s-
flats Q satisfying dim(P ∩Q) = t, independent of the
choice of P , is

q(s−t)(m−t)

[
n−m

s− t

]
q

[
m+ 1

t+ 1

]
q

.

In particular, if R is the given t-flat, the number of
s-flats Q satisfying P ∩Q = R is

q(s−t)(m−t)

[
n−m

s− t

]
q

.

Proof. P is an m-flat of PG(n,Fq), then P cor-
responds uniquely to an (m + 1)-dimensional vec-
tor subspace U of F(n+1)

q . Similarly, Q corresponds
uniquely to an (s + 1)-dimensional vector subspace
V of F(n+1)

q . Then (U ∩ V ) is a (t + 1)-dimensional
vector subspace. According to Lemma refL-3-3, the
number of V is independent of the choice of U . It’s

q(s−t)(m−t)

[
n−m

s− t

]
q

[
m+ 1

t+ 1

]
q

.

The set of r-flats of PG(n,Fq) and the set of (r+ 1)-
dimensional vector subspaces of F(n+1)

q are in one-to-
one correspondence, so we can deduce the conclusion
directly. If the t-flat P ∩Q = R is established, clearly
the number of Q is

q(s−t)(m−t)

[
n−m

s− t

]
q

.

⊓⊔

Lemma 8 Let m, r, t be nonnegative integers and
0 ≤ t ≤ min{m, r}. Let R0, P and Q be given t-
dimensional, m-dimensional and r-dimensional vec-
tor subspace of F(n)

q , respectively. P ∩Q = R0, then
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the number of s-dimensional vector spaces R which
satisfy P ∩ R = R0 and dim(Q ∩ R) = k is in-
dependent of the choice of R0, P and Q, denoted by
p(m, r, t; s, k, n). Then

p(m, r, t; s, k, n) =
∑

β+t=k
α+β+ρ+t=s

qω
r−k∏

i=r−k−α+1

(qi −

1)

[
m− t

α

]
q

[
r − t

β

]
q

[
n−m− r + t

ρ

]
q

,

where ω = ρ(m+ r − k − α− t) + α(α−1)
2 .

Proof. Let

R0 =
(
I 0

)
t .

t n−t

According to the given conditions, we can write
the matrix representation of P and Q as follows,

P =

(
I 0 0 0
0 I 0 0

)
t

m−t
,

t m−t r−t n−m−r+t

Q =

(
I 0 0 0
0 0 I 0

)
t

r−t
.

t m−t r−t n−m−r+t

Let R be the s-dimensional vector subspace of
F(n)
q , and P ∩ R = R0, dim(Q ∩ R) = k. Write

R as block matrix

R =

(
I 0 0 0
0 R2 R3 R4

)
t

s−t
.

t m−t r−t n−m−r+t

Suppose rankR4 = ρ, rank(R2, R4) = ρ + α,
denote β = s − t − (α + ρ). After multiplying by
an appropriate s× s nonsingular matrix, R has matrix
representation of the following form

R =


I 0 0 0
0 R22 R23 0
0 0 R33 0
0 R42 R43 R44


t

α

β

ρ

t m−t r−t n−m−r+t

(15)

where rank(R44) = ρ, rank(R22) = α, rank(R33) =
β. For the fixed ρ-dimensional vector subspace R44 of
F(n−m−r+t)
q , let M(R44) be the set of s-dimensional

vector subspaces which (15) can represent. Let R44

and R′
44 be two ρ-dimensional vector subspaces of

F(n−m−r+t)
q , then there exists T ∈ GLn−m−r+t(Fq),

such that R44T = R′
44. And thus there exists

(
I

T

)
∈ GLn(Fq) transforming M(R44)

into M(R′
44). Therefore, |M(R44)| = |M(R′

44)|
and |M(R44)| is independent of the specific choice
of R44. For a fixed α-dimensional vector subspace
R22 of F(m−t)

q , let M(R44, R22) be the set of s-
dimensional vector subspaces in M(R44). For a
fixed β-dimensional vector subspace R33 of F(r−t)

q , let
M(R44, R22, R33) be the set of s-dimensional vector
subspaces in M(R44, R22). Similarly, we can know
that |M(R44, R22)|, |M(R44, R22, R33)| are indepen-
dent of the specific choice of R22 and R33 respec-
tively. Let

R22 =
(
I(α) 0

)
,

R33 =
(
I(β) 0

)
,

R44 =
(
I(ρ) 0

)
.

Then R has matrix representation of the following
form

R =


I 0 0 0 0 0 0
0 I 0 0 R232 0 0
0 0 0 I 0 0 0
0 0 R422 0 R432 I 0


t

α

β

ρ

t α m−t−α β r−t−β ρ n−m−r+t−ρ

(16)

Since P ∩ R = R0, dim(R ∩ Q) = k, we have
k = β + t and rank(R232) = α . Clearly, the matrix
representation of the form (16) is unique. So by the
Lemma 4, the number of s-dimensional vector sub-
spaces that (16) can represent is

qρ(m+r−k−α−t)+
α(α−1)

2

r−k∏
i=r−k−α+1

(qi − 1).

Then we can calculate p(m, r, t; s, k, n) easily. ⊓⊔

Corollary 9 Let −1 ≤ t ≤ min{m, r}. Let
R0, P and Q be given t-flat, m-flat and r-flat of
PG(n,Fq), respectively. P ∩ Q = R0, then the
number of s-flats R which satisfy P ∩ R = R0 and
dim(Q ∩ R) = k is independent of the choice of
R0, P and Q, denoted by p′(m, r, t; s, k, n). Then

p′(m, r, t; s, k, n) =
∑

β+t=k
α+β+ρ+t=s

qω
r−k∏

i=r−k−α+1

(qi −

1)

[
m− t

α

]
q

[
r − t

β

]
q

[
n−m− r + t

ρ

]
q

,

where ω = ρ(m+ r − k − α− t) + α(α−1)
2 .
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Proof. R0 is a t-flat of PG(n,Fq), then R0 corre-
sponds uniquely to a (t + 1)-dimensional vector sub-
space of F(n+1)

q , denoted by R0 as well. Similarly, P
and Q correspond uniquely to a (m+ 1)-dimensional
vector subspace P and (r+1)-dimensional vector sub-
space Q of F(n+1)

q , respectively. Then P ∩ Q = R0,
P ∩R = R0 and Q∩R is a (k+1)-dimensional vec-
tor subspace of F(n+1)

q . According to Lemma 6, the
number of (s + 1)-dimensional vector subspace R is
independent of the choice of R0, P and Q. Then we
have p′(m, r, t; s, k, n) = p(m + 1, r + 1, t + 1; s +
1, k + 1, n + 1). So the number of r-flats can be de-
duced easily. ⊓⊔

4 Construction of A3-code
Let 0 ≤ t < r < m. Let F be a fixed m-flat in
PG(n,Fq) and let R be a fixed t-flat contained in F .
Define the source state s to be the r-flat contained in
F and containing R. Define the transmitter’s key et to
be the s-flat intersecting F at R. Define the receiver’s
and the arbiter’s key to be the different (s − 1)-flats
intersecting F at R, respectively. Define the message
m to be the (r + s − t)-flat intersecting F at a r-flat
which contains R. Let S, ET , ER, EA,M be the set of
source states, the set of transmitter’s keys, the set of
receiver’s keys, the set of arbiter’s keys and the set of
messages, respectively.

Define the encoding function:
f : S × ET → M

∀s ∈ S, et ∈ ET , f(s, et) = s ∪ et

Define the decoding function:

g : M×ER → S ∪ {fraud}

∀m ∈ M, er ∈ ER, g(m, er) =

{
m ∩ F ; er ⊆ m
fraud ; er * m

The triple (et, er, ea) is valid if and only if er, ea
are contained in et. As a general rule, the Key Distri-
bution Center (KDC) should choose different (s− 1)-
flats in the stage of key generation and distribution to
be the the receiver’s key and the arbiter’s key, respec-
tively. That is ea ̸= er in a communication.

Lemma 10 The above construction of A3-code is rea-
sonable,

(1) ∀s ∈ S, et ∈ ET , s ∪ et ∈ M;
(2) ∀m ∈ M, s = m ∩ F is the unique source

state contained in the message m.

Proof. (1) ∀s ∈ S, et ∈ ET , by the definition as
above, we can know s ∩ et = R. Then dim(s ∪

et)=dim(s)+dim(et)−dim(s∩et) = r+s−t, dim(s∪
et∪F )=dim(et∪F )=dim(et)+dimF−dim(et∩F ) =
s+m− t. So we have dim((s ∪ et) ∩ F ) = r.
Clearly, R ⊆ (s∪ et)∩F. Thus s∪ et is a (r+ s− t)-
flat intersecting F at a r-flat containing R. That is
s ∪ et ∈ M.

(2) By the construction, m∩F is a r-flat contain-
ing R, thus s = m∩F ∈ S . Assume that s′ is another
source state contained in m, then s′ ⊆ m ∩ F = s.
Since dim(s′) =dim(s), we have s = s′. That is, s is
the unique source state contained in m. ⊓⊔

Theorem 11 The parameters of the constructed A3-
code are

|S| =
[
m− t

r − t

]
q

,

|ET | = q(s−t)(m−t)

[
n−m

s− t

]
q

,

|ER| = |EA| = q(s−t−1)(m−t)

[
n−m

s− t− 1

]
q

,

|M| = q(s−t)(m−r)

[
n−m

s− t

]
q

[
m− t

r − t

]
q

.

Proof. According to the construction of the authen-
tication code, |S|, |ET |, |ER| and |EA| can be can be
directly derived from Corollary 7. By the definition of
the message, m is the (r+ s− t)-flat intersecting F at
a r-flat which contains R. On the basis of Corollary
7, we can know that the number of (r + s − t)-flats
intersecting F at a fixed r-flat in PG(n,Fq) is

q(s−t)(m−r)

[
n−m

s− t

]
q

.

Then by Theorem 5, the number of r-flats containing
the given t-flat R in the m-flat F is

N(r − t,m− t) =

[
m− t

r − t

]
q

.

So we can deduce that

|M| = q(s−t)(m−r)

[
n−m

s− t

]
q

[
m− t

r − t

]
q

.

⊓⊔

Lemma 12 Let m be a random message. Then the
number of receiver’s keys contained in m is

|ER(m)| = q(s−t−1)(r−t)

[
s− t

s− t− 1

]
q

.
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Proof. By the Lemma 10(2), we can know that s =
m ∩ F is the only source state contained in m. We
assert that er is the receiver’s key contained in m if
and only if er is the (s − 1)-flat contained in m, and
er ∩ s = R. In fact, if er is the receiver’s key, then
er ∩ s ⊆ er ∩ F = R. By the construction of the
A3-code, we know that R ⊆ s ∩ er. Hence we have
er ∩ s = R. Conversely, if er ⊆ m and er ∩ s = R,
then we have er ∩ F ⊆ m ∩ F = s. Thus er ∩ F ⊆
er∩s = R and er∩F = R. That is, er is the receiver’s
key contained in m. From the Corollary 7 we can
know that

|ER(m)| = q(s−t−1)(r−t)

[
s− t

s− t− 1

]
q

.

⊓⊔

Lemma 13 Assume that m and m′ are two distinct
messages which commonly contain a transmitter’s key
et. s and s′ are two source states contained in m and
m′ , respectively. Then er is the receiver’s key con-
tained in both m and m′ if and only if er is the (s−1)-
flat contained in m ∩m′ and er ∩ (s ∩ s′) = R.

Proof. Clearly we have R ⊆ er ∩ (s ∩ s′). If er
is the receiver’s key contained in both m and m′, by
the proof of Lemma 12, we have er ∩ s = R and
er ∩ s′ = R. Then we can deduce er ∩ (s ∩ s′) = R.
Conversely, if er ⊆ m∩m′ and er∩(s∩s′) = R, then
er ∩ F ⊆ m ∩m′ ∩ F ⊆ m ∩ F = s. Similarly, we
have er ∩ F ⊆ s′. Thus er ∩ F ⊆ (s ∩ s′ ∩ er) = R,
so er ∩ F = R, i.e. er is the receiver’s key contained
in m ∩m′ . ⊓⊔

Lemma 14 Let er and ea be receiver’s key and ar-
biter’s key respectively. er and ea are said to be
incident with each other, if they are contained in
the same s-flat which intersects F at R. Then er
and ea are incident with each other if and only if
dim(er ∩ ea) = s− 2.

Proof. Since er and ea are receiver’s key and ar-
biter’s key respectively, dim(er) =dim(ea) =s − 1
and er ̸= ea. If er and ea are incident with each other,
dim(er∪ea) = s. By the dimension formula, we have
dim(er ∩ ea) = s− 2. Conversely, if dim(er ∩ ea) =
s− 2, by the dimension formula, dim(er ∪ ea) = s. It
is sufficient to prove (er ∪ ea) ∩ F = R. dim(er ∪
ea ∪ F ) =dim(er)+dim(ea)+dim (F )−dim(er ∩
F )−dim(ea∩F )−dim(er ∩ ea)+dim(er ∩ ea∩F ) =
s + m − t, so dim((er ∪ ea) ∩ F ) =dim(er ∪
ea)+dim(F )−dim(er ∪ ea ∪ F ) = t, i.e. (er ∪ ea) ∩
F = R. ⊓⊔

Theorem 15 Assume that the probability distribu-
tions of the set of participants’ keys and the set of
source states are uniform, then the successful attacks
probability of A3-code in the construction program
are as follows:

PI =
(q2−1)(q3−1)···(qs−t−1)

q(s−t−1)(m−r)(qn−m−s+t+2−1)(qn−m−s+t+3−1)···(qn−m−1)
,

PS =
1

qs−t−1
,

PT =
1

qs + qs−1 · · ·+ q + 1
,

PR0 = PA0 =
p′(r, s− 1, t; s− 1, s− 2, r + s− t)

p′(m, s− 1, t; s− 1, s− 2, n)
,

PR1 = PA1

=
p′(r − 1, s− 1, t; s− 1, s− 2, r + s− t− 1)

p′(r, s− 1, t; s− 1, s− 2, r + s− t)
.

Proof. (1) By the Definition 2, Theorem 11 and
Lemma 12, we can directly get

PI =
(q2−1)(q3−1)···(qs−t−1)

q(s−t−1)(m−r)(qn−m−s+t+2−1)(qn−m−s+t+3−1)···(qn−m−1)
.

(2) Suppose that opponent intercepts the legiti-
mate message m(m = s ∪ et) and replaces it with
m′. The source state s in m is different from s′ in
m′. For er ⊆ et ⊆ m, so the opponent’s optimal
strategy is to select m′ containing the transmitter’s
key et, such that m′ = s′ ∪ et. Let dim(s ∩ s′) =
l(−1 ≤ l ≤ r − 1), then dim(m ∪ m′) =dim(s ∪
s′ ∪ et) =dim(s)+dim(s′)+dim(et)−dim(s ∩
et)−dim(s′ ∩ et)-dim(s ∩ s′)+dim(s ∩ s′ ∩ et) =
2r+s−t− l. so we have dim(m∩m′) = s+ l−t. By
the Lemma 13 and Corollary 7, when et ⊆ (m ∩m′),

|ER(m) ∩ ER(m′)| = q(s−t−1)(l−t)

[
s− t

s− t− 1

]
q

.

Let l = r − 1, then

PS =
q(s−t−1)(l−t)

[
s−t

s−t−1

]
q

q(s−t−1)(r−t)
[

s−t
s−t−1

]
q

=
1

qs−t−1
.

(3) The transmitter send a message m /∈ M(et)
to the receiver. The receiver accept the message if and
only if m contains the receiver’s key er. For er ⊆
et, the transmitter must select m which contain er as
much as possible and et * m. Clearly, dim(et∩m) ≤
s − 1. That is , there is at most one er ⊆ et in m, i.e.
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|ER(m) ∩ ER(et)| ≤ 1. The number of er associated
with et is

|ER(et)| =
[

s− t

s− t− 1

]
q

.

Then

PT =
1[

s−t
s−t−1

]
q

=
1

qs−t−1 + qs−t−2 · · ·+ q + 1
.

(4) By the lemma 14, we can know |ER(ea)| =
|EA(er)|, so it is sufficient to compute |EA(er)|. ∀ea ∈
EA(er), dim(ea∩er) = s−2 and ea∩F = R, where
F and er are m-flat and (s− 1)−flat respectively, and
er ∩ F = R. By the Corollary 3.2, we have

|EA(er)| = p′(m, s− 1, t; s− 1, s− 2, n).

Receiver claims to have receive a message
m(er ⊆ m), he succeeds if ea ⊆ m. Now we com-
pute the probability of PR0 . Let s = m ∩ F be the
unique source state contained in m. ea contained in
m is the arbiter’s key incident with receiver’s key er
if and only if ea is the (s− 1)-flat contained in m sat-
isfying both ea ∩ s = R and dim(ea ∩ er) = s− 2. In
fact, if ea ⊆ m is the arbiter’s key and p(er, ea) ̸= 0,
by the Lemma 14, it is clear that dim(er∩ea) = s−2.
ea ∩ s ⊆ ea ∩ F = R, so ea ∩ s = R. Conversely,
it is sufficient to prove ea ∩ F = R. ea ⊆ m, thus
ea∩F ⊆ m∩F = s. So we have ea∩F ⊆ ea∩s = R,
i.e. ea ∩ F = R. By the Corollary 9, if er ⊆ m, then
|EA(m)∩EA(er)| = p′(r, s−1, t; s−1, s−2, r+s−t)
and

PR0 = PA0 =
p′(r, s− 1, t; s− 1, s− 2, r + s− t)

p′(m, s− 1, t; s− 1, s− 2, n)
.

(5) Transmitter sends a legitimate message m to
receiver , but the receiver claims to have received m′.
Let s = m ∩ F and s′ = m′ ∩ F be two different
source states contained in m and m′, respectively.
Let er be the receiver’s key, then clearly we have
er ⊆ m ∩ m′. ea contained in both m and m′

is the arbiter’s key incident with receiver’s key er
if and only if ea is the (s − 1)-flat contained in
m ∩ m′ satisfying both ea ∩ (s ∩ s′) = R and
dim(ea ∩ er) = s − 2. In fact, if ea ⊆ m ∩ m′ is
the arbiter’s key and p(er, ea) ̸= 0, by the Lemma
14, it is clear that dim(er ∩ ea) = s − 2. Similar
to the above proof, ea ∩ s ⊆ ea ∩ F = R, so we
have ea ∩ s = R. Similarly, ea ∩ s′ = R. Thus
we can deduce ea ∩ (s ∩ s′) = R. Conversely, it is
sufficient to prove ea ∩F = R. ea ∩F ⊆ m∩F = s,
ea ∩ F ⊆ m′ ∩ F = s′, so ea ∩ F ⊆ ea ∩ s∩ s′ = R,
i.e. ea ∩ F = R. Suppose dim(s ∩ s′) = l,

then −1 ≤ l ≤ r − 1. By the Corollary 9, if
er ⊆ m ∩ m′, then |EA(m) ∩ EA(m′) ∩ EA(er)| =
p′(l, s− 1, t; s− 1, s− 2, s+ l − t) and

PR1 = PA1

=
p′(r − 1, s− 1, t; s− 1, s− 2, r + s− t− 1)

p′(r, s− 1, t; s− 1, s− 2, r + s− t)
.

⊓⊔

5 Conclusion
The main result in this paper is the new construction
of A3-code and the calculation of the probabilities of
success in different attacks. A3-code is the extension
of A2-code and is constructed based on A2-code, but
there are remarkable differences between them, i.e.,
A3-code has a dishonest arbiter compared with the
A2-code and he will also attack the system, that is,
A3-code has at least two more attacks ( impersonation
and substitution by the arbiter ) than A2-code. In A2-
code model, the arbiter decides whether the message
is authentic or not by judging whether the message is
valid under the senders key information when theres a
dispute between the sender and the receiver, while in
A3-code, he decides it by his or her own key informa-
tion. Thus in A3-code, the computation of probabili-
ties of success in different attacks is more complicated
compared with A2-code. The defect of this paper is
that the construction of A3-code is restricted to the-
oretical basis. Actually, we should further consider
the broadcast model and collusion model, associating
with practical applications.
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