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Abstract- Hackers uses Distributed Denial of Service (DDoS) and leaves hundreds and thousands of bots to overwhelm the victim in terms of bandwidth and reduce the services that are rendering to the users. To initiate an attack against victim, hackers use the internet as their venue. To address this threat various methods were proposed, but all the earlier methods identify the DDoS attack that exists in IP and TCP layers. Attackers, on the other hand, found the vulnerabilities in the application-layer (higher layer) to attack the victim and using DDoS known as (App-DDoS) and makes complexity in finding and handling the attack. In this paper, in order to detect the attack in earlier stage that is targeted for the application layer, we proposed a framework. This framework uses the profiling of user’s browsing behavior and network traffic by sequence order independent and Principal Component Analysis (PCA) respectively. These profiles are clustered, and a threshold is used to verify and determine whether a HTTP request from a user is normal or abnormal. If the user request to the victim is normal, then it allows the access otherwise denies the request in the early stage itself. Finally, the proposed method is verified experimentally and confirmed with various types of App-DDoS attacks.
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1. Introduction

Organizations that depend on the internet for their business, like financial services, online gaming, e-commerce, etc, requires continuous and fast response to their customer request. Internet and other products that depend on the internet are always prone to failure. This failure may be accidental or intentional. One such intentional attack is Distributed Denial of Service (DoS) with the motivation of attacking the target’s (victim) computer or any other resources that use internet. Attackers threat companies that use internet for transactions and other client processing through Denial of Service (DOS) by making the network of the victim unavailable to provide services to legitimate users. Nowadays attackers make use of multiple malicious computers to attack the victim server. This way of compromising many malicious computers and/or packet stream for attacking a target is named as DDoS. It can be categorized into two types [14]: (1) Bandwidth flooding (2) Resource flooding. In case 1, hackers flood the network by massive request thereby creates unwanted traffic and prevents the legitimate user request to reach the network. In case 2, victim resources are engaged by attackers causing the services of victim not available to legitimate users. By either way DDoS degrade or disturb the services/resources that are available to the legitimate user.

DDoS attacks are programmed by hackers and launched from a machine known as Botnet through many controlled computers connected in a network. Small scripting program with specific task [18] is
known as “bots”, which is automated. Bots are correlated with remote access Trojan Horses and malicious computers (Zombies) for fewer positive purposes like virus and worm propagation, delivery of SPAM emails, spyware installation etc. DDoS attack etc. Figure 1 portrays the DDoS attack.

Since 2001, DDoS attack is growing rapidly till date. Because of the seriousness of DDoS attack in various business fields, many defense mechanisms were developed using statistical methods to defend against this attack. Earlier methods proposed to using statistical method make use of the attributes of the header in a packet such as time-to-live, IP address, etc., are measured and from the analysis of the packet, which are deemed to attack are dropped. This dropping of packets depends on some the characteristics of that are assumed inherently to identify the normal packets from the affected packet. These approaches highly depend on the traffic characteristics. All the statistical based approaches for DDoS attack work well in TCP/IP layers whereas they are not adaptable and also not applicable for some typical as well as special DDoS attacks that are working on the application layer (higher layer).

Detecting App-DDoS has the following challenges:

1) App-DDoS uses higher layer protocols such as HTTP to pass through the detection system, which are designed for lower layer.

2) Along with flooding, App-DDoS also consumes resources of the targeted victim server and either trace the average request rate of the legitimate user and uses the same rate for attacking the server or employs large-scale botnet to generate low rate attack flows. This cause the detection system to detect the DDoS attack more complex.

To overcome these issues, this article proposed a new framework. The general flow of the proposed framework is expressed in figure 2.

Figure 1 A typical DDoS attack

We detect the DDoS attack through the anonymous behavior of the user. We collect the user and network details and create a log file containing the attributes of all the users such as data, time, website details, hyperlink details, IP address, etc. Using the log file we create a matrix named behavior matrix using sequence order independent. To derive the browsing patterns of various users we use Principal Component Analysis (PCA), which is used to remove the unwanted information and reduces the dimension that are needed to explain a given data. The browsing patterns, which are retrieved using the PCA, are clustered using k-means algorithm. Using k-means algorithm we can frame any number of cluster as we required. The important properties of k-means clustering algorithm are (1) it will not overlap (2) all the members of a cluster are very closer to that cluster than to other clusters. For these properties, we have chosen k-means algorithm. A data matrix is constructed from which a threshold value is set. The threshold value act as the decided factor for the given request whether to accept or to deny.

Rest of this article is structured as follows. In section II describes the works that are related to our research. In section III, we describe our proposed framework in detail. The frame is validated in Section IV. Finally, in section V, we conclude our work with fine points for future enhancement.

2. Related works

A large amount research was carried in order to detect DDoS attacks. This section provides a brief discussion of detecting mechanism used earlier by different authors.

DDoS attacks were the major threat to large scale network in order to detect the threat present in the network authors of [1] uses the technique by computing the entropy and frequency sorted distributions of packet attributes that were selected. The experimental study showed that the affected packets showed the anomaly characteristics in the attributes that were selected for the analysis of a packet. For experimental analysis live traffic traces are taken from many networks setting sources were used. Similarly [2] discussed the impact of multivariate correlation for detecting the DDoS also proposed a covariance analysis model to detect the DDoS attack, which are simulated through the SYN
flooding. Analysis of this model expressed that the covariance model significantly detects the attacked and normal traffic.

Statistical method along with filtering technique was used in [3] for detection of DDoS that were effectively applicable in the areas such as ISP, enterprise, etc. For detection it used traffic matrix, which represents the traffic state. The process of detection DDoS in [3] consisted of two step. In step one, a filter named Kalman filter was used to filter normal traffic through the comparison of traffic matrix states of both the future prediction and actual state. The filtered states were examined for anomalies. Authors also explained how the DDoS detection (anomaly) can be viewed as a trouble in statistical testing. A collaborative defense mechanism was proposed in [9] using statistical method to identify attacks and false alarm rate. This effectively uses duplicate detection window scheme for identifying various dynamic attacks at early stage.

Authors of [12] also used the traffic matrix and weighted moving average to detect the spoofed DDoS attack. Also, explained the concept of dispersible characteristics of DDoS attack like, DDoS traffic rate and duration, intensity etc. The proposed work in [12] had not taken the fine points of traffic matrix such as a threshold value of variance, time based window size, and the size of the traffic. To deal with the above issues, [16] optimized the parameters of the traffic matrix through genetic algorithm, which helps to increase the detection rate. Furthermore time based window was replaced by packet based window. Experimental study shows that the detection of DDoS attack was increased in a considerable amount. A well known classification method, artificial neural net was used in [4] to analyze and classify the request as normal or DDoS affected. The classification and analysis steps were preceded by a statistical pre-processing in order to extract the traffic features statistically. New direction for detection of DDoS attack was attended in [5] and [11] to detect the DDoS in a network by machine learning algorithm. Genetic algorithm and support vector machine (SVM) were incorporated in [5] for anomaly detection. Features were selected using genetic algorithm and to classify the request packet depending on normal and affected packets authors used SVM technique. Apart from the detection of DDoS, some existing methods wrongly classified the normal request as the affected packet. In order to cope with this [11] proposed a new machine learning method named wavelet support vector machine (WSVM), which is a combination of SVM and wavelet kernel function theory to detect DDoS and for the validation of the detection regarding false positive.

A framework for detection of attack was proposed in [6] named DefCOM, which takes the strength of earlier method and organized them into a collaborative overlay. Profile-based algorithm [7] was proposed to find the short and long lived, also low intensity anomalies. This algorithm put the technique of random projection and multi-resolution non-Gaussian distribution modeling together for reducing the dimension of data and to extract anomalies at various levels of aggregation. The random projection technique was also used in recognition of IP address of source and destination that are associated with the anomalies detection. Cluster based analysis was introduced at [10] for the detection of DDoS attack. This system carefully noticed the procedures of DDoS attack and set the features for capturing the anonymous behavior, which are then clustered for effective detection of DDoS. A multi stage detection mechanism was proposed in [17], it also construct a model for determining the factors that had severe impact on the deviation on traffic features. In [8], hidden Markov models and cooperative reinforcement learning methods were introduced for implementing distributed multiple detectors, which helped to increase the accuracy without any modifications in the communication information among detectors.
3. Proposed Methodology

In this section, we proposed a defensive framework used for detecting the App-DDoS attack. Web browsing behaviors are taken as an alternative of web page request sequence. Sequence-order-independent is used for representation of web browsing behaviors. To model the web browsing behavior, we used PCA. The behavior pattern derived is clustered using k-means algorithm. Browsing behaviors that are clustered is analyzed by a threshold values to differentiate the normal from the anomaly detection.

3.1 Construct Behavior as Attribute vector Matrix

User details such as user ID, web site address, time and date, hyperlink details are retrieved for all the users. These details are framed into a matrix through representing the each request in a vector form. Consider, $T_{WP}$ web pages of a web server ‘S’ are viewed by $T_{User}$. Here, $T_{WP}$ and $T_{User}$ denotes the total number of web pages and total users of the server.

A user $x$ who browsed the server S may surf any number of web pages. His/her request sequence can be expressed as $RS_{wp,x}$ represents the total number of times the user $x$ surfed the web page $wp$ of the server S. From this value we can derive total number of request for a user to the server S. This is obtained through the equation 1.

$$T_{Req_x} = \sum_{wp=1}^{T_{WP}} RS_{wp,x}$$

In the above equation, $T_{Req_x}$ denotes the total number of request given by the user $x$ to the web server S. The average number of the request of a user $x$ can be determined through dividing the total request of user $x$ by total number of users accessed the server over time. This average value can be mathematically represented as in equation 2.

$$\overline{T_{Req}} = \sum_{x=1}^{T_{User}} \frac{T_{Req_x}}{T_{User}}$$

With the above basic values we can frame sequence-order-independent attributes, which are used to capture the DDoS attacks on the application layer. Following attributes that are defined can be used for clear representation of lively user $x$. The attribute $Y_x$, is presented to express the ratio between the total request of user $x$ and their average value. Mathematically the ratio attribute can be denoted as in equation 3.

$$Y_x = \frac{T_{Req_x}}{\overline{T_{Req}}}$$

In addition to ratio attribute we introduced another attribute whose arithmetical representation is as given in the equation 4.
\[ l_{wp,x} = \frac{RS_{wp,x}}{T_{Req_x}} \quad (4) \]

\( l_{wp,x} \), reveals the fraction of page \( wp \) among pages requested by user \( x \). This attribute represents how much the user \( x \) is fascinated in the page \( wp \) of \( S \).

In order to detect the incoming request from a user as a normal or showing any resemblance of DDoS attack two more subsidiary attributes are introduced along with the above two basic attributes. Two attributes are expressed to mention the browsing patterns of a user \( x \) on \( S \). First of the subsidiary attribute is defined as the fraction of all pages in the server requested by user \( x \). This value can be symbolized as shown in equation 5.

\[ \alpha_x = \sum_{wp=1}^{T_{wp}} \frac{\text{breath}_x}{T_{wp}} \quad (5) \]

Here, the \( \text{breath}_x \) value equals one when the \( RS_{wp,x} \) is > zero otherwise zero. \( \alpha_x \) value that is set depending on the total number of pages and users in the network. This value is not constant it varies with respect to the server it is being implemented. Second subsidiary attribute represents the greatest intensity of attraction for a particular web page of a user \( x \), which can be depicted in equation 6.

\[ F_{wp,x} = \max \alpha_x \{ RS_{wp,x} \} \quad (6) \]

It denotes that most repeatedly requested web page \( wp \) of \( S \) by user \( x \).

Intensity of a user’s interest for a page can be personified as in equation 7.

\[ \partial_x = \frac{RS_{wp,x}}{T_{Req_x}} \quad (7) \]

This delineate the ratio of the total number of request for the page \( wp \) of greatest interest by the user \( x \) and the total number of pages request hit \( S \).

From the two basic attribute and two subsidiary attribute we can frame the vectors as \( v_x = [I_x, \alpha_x, \gamma_x, F_{wp,x}]^T \) where \( I_x = [I_{1,x}, I_{2,x}, ..., I_{T_{wp,x}}]^T \). From these vectors we can frame the behavior matrix as \( V = [v_1, ..., v_{T_{User}}] \).

### 3.2 Model for Browsing behavior

Transforming number of correlated values into uncorrelated values is said to be the principal component, a mathematical procedure. Here, in this section we use PCA for converting the given raw data into new coordinates through eliminating the unwanted and comparably less important components. As a result it reduces the number of dimensions required to elucidate the given data. The reduced attribute set can be efficiently expressed in a least-squares sense. Therefore, browsing details can be framed as a model using PCA in an efficient way. The browsing data can be denoted as below.

\[ \beta_0 = \frac{\langle \gamma^{\text{User}}_x v_x \rangle}{T_{User}} \quad \text{and} \quad \text{CM} = \frac{YY^T}{T_{User}} \]

where \( \beta_0 \) is the mean vector and CM denotes the covariance matrix, \( Y = [Y_x, ..., Y_{T_{User}}] \), \( Y_x = v_x - \beta_0 \) and \( X = 1, ..., T_{User} \). We then compute the eigenvector and values through singular value decomposition to CM.

For example if \( Z_j \) is the most significant principal eigenvector of CM, then the significant principal components can be expressed as \( \tilde{Q} = [Q_1, ..., Q_p] \), here \( p \) delineates the number of significant principal components. Therefore, the remaining eigenvectors such as \( [Q_{p+1}, ..., Q_{T_{wp+3}}] \), are considered the less significant one. Then, these can be removed and without significant loss. Using PCA we can represent the attribute of web user \( x \) as below:

\[ b_i = \tilde{Q}_x^T, \quad i = 1, ..., T_{User} \].

This denotes the effectiveness of the PCA contribution in representing the given attributes.

### 3.3 Cluster Formation

Given refined data are partitioned into different clusters using the k-means clustering algorithms. This is a well-known algorithm, which are well placed in unsupervised clustering. We reduce the dimension of the attributes on the \( b_i \) values of the PCA. These values are used due to the reason that if \( v_i \) is used, then we contain huge amount of spare data. The spare data is presented because a particular attribute frequently contains zero, which represents the particular web pages of \( S \) is not viewed by the user for a long time. If a cluster contains the spare data, then it is hard to cluster those data into a cluster using k-clustering methods.

After removing the less significant attributes, we obtain an effective set of attribute, these values are taken and the “Time” attribute is used to cluster the user behavior. That is the users who view in a particular time interval are clustered into one group. Once the k-clusters are framed, then the original attribute vector \( v_x \) is reconstructed. Depending on the requirement we can frame \( k \) number of clusters. The clusters framed in this set are used for the detection of anomaly.
4. Anomaly Detection Policy

Detection policy is carried out by using the behavior matrix and the cluster we framed. The detector lies between the internet and the web server (victim). The detector accepts the request and checks the HTTP request and analyzes the request. If the detector finds that it is affected by the DDoS attack, then the detector drops the packet. Otherwise, it accepts the request and forwards it to the server for further processing. An example, of the detector is as shown in the figure 3. As web browsing behavior is dynamic and short-term stable it is necessary to change the detecting policy as a dynamic one. The detection policy that we applied also exists only for short period. The policy for detection is changed depending on time and requirement.

![Fig. 3 Detector based on behavior](image)

To detect the anomaly behavior, we used the clusters that are framed earlier and compute a threshold value for those clusters. For a single user, the PCA $b_i$ at the time $\sigma_{i}$ is multiplied with the total number of users in the cluster $T_{\text{User}}$. This product value of a user is divided by the constant value 2. This process is carried out for all the users in the clusters. The Summation of all the values obtained for each user in a cluster as above is computed. The summation value that we obtained is the threshold for a cluster. Similarly, for all the clusters the values are computed. The division is carried out to obtain optimal value for threshold. The threshold is computed from the equation 8.

$$\text{Threshold} = \sum_{x \in T_{\text{User}}} \frac{\sigma_i (B_{t1}) + T_{\text{User}}}{2}$$

(8)

User’s $b_i$ value is compared with the threshold that we obtained from equation 8. If $b_i$ of a user is lesser or equal to the threshold, then it is threshold, then we conclude that the user is normal user. Otherwise, the user is an anomaly and his/her requests are dropped by the detector.

5. Experimental Results

To validate our proposed frame work for detecting the App-DDoS attack, we have taken web-log data sets from real website such as (1) Entertainment website, (2) Educational website. In entertainment web site, users surf for the movie, game and song links and their hyperlinks. Students and research person are the maximum users of the educational website, where they surf the web sites that are related to specific domain oriented. From these data set of web logs we extracted the IP address of the host, requested web site and time, hyperlink chosen. The characteristics of the data set chosen are as show in the table 1.

<table>
<thead>
<tr>
<th>Type of Site</th>
<th>Sequence</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entertainment</td>
<td>70490</td>
<td>A group of people search for specific data</td>
</tr>
<tr>
<td>Educational</td>
<td>20345</td>
<td>Domain specific websites are requested mostly</td>
</tr>
</tbody>
</table>

Repeated experiments are carried out in order to get the reliable and accurate results.

In our experiment we considered the attacks that mimic the normal behavior. The random page attacks are not considered in our experiment since they deviate from the normal behavior therefore, it can be easily detected. The more complex type of attack is the one that are the same as normal behavior.

We initially analyzed the overall interest rate $\partial_x$ of the user with and without attack. Figure 3 represents the interest rate of the user in browsing the web pages of the server without attack.

![Fig. 3 Overall interest rate without attack](image)
Figure 4 express the rate of overall interest with attack.

![Fig. 4 Overall interest rate with attack](image)

Individual page intensity $l_{wp,x}$ attribute’s decision efficiency is portrayed in the following figures. Figure 5 and 6 denotes the intensity rate without and with attack respectively. These attributes are tested in order to check their efficiency in the detection mechanisms.

![Fig. 5 Individual page intensity without attack](image)

![Fig. 6 Individual page intensity with attack](image)

For evaluation of our proposed work’s efficiency we compared the accuracy and execution time of our proposed work with [15]. The accuracy of our detecting mechanism is pictured in the figure 7. This depicts that the accuracy of our proposed framework in the detection of App-DDoS is greater than the existing method proposed in [15]. Our proposed framework accurately identifies 94.4% of App-DDoS attacks; whereas the existing method that uses HsMM for detection of DDoS attacks in the application layer discriminates on 80.4% of given data set that are trained. Our proposed method outperforms the existing by 14% in finding the application layer DDoS attack.

![Fig. 7 Accuracy of Existing Vs. Proposed](image)

Similarly, time requirement of the detection mechanism can be compared. Time factor for evaluation of our proposed method is determined since they play a vital role. If the detection mechanism itself consumes more time, then processing the user request is delayed. Therefore, this affects the process and efficiency of the web server by increasing the time requires for replying the request. Figure 8 portrays the required time for both the existing and proposed frameworks. It also specifies that if the number of request increases, then the time required for both the proposed and existing increases. However, our proposed method requires 0.368 seconds as an average detection rate of the application layer DDoS. This rate
is 0.126 seconds higher than the existing method as an average.

Therefore, our proposed framework also helps in the further processing of server. It explicitly shows that our framework consumes less time than the existing method in [15].

6. Conclusion

This article focused on the detection of DDoS attack in the application layer. We proposed a framework for determining the abnormal behavior of the user in order to find the DDoS attack. The detection framework uses sequence order independence’s two basic and subsidiary attributes rather than the sequence order of web page to construct behavior based attribute vector matrix. To model the browsing pattern, we use PCA, which also reduces the spare data. Depending on the time interval attribute we cluster the browsing pattern using k-means clustering algorithm. Removal of spares data will improve the clustering speed. Threshold value of the clusters is used to find the deviation in behavior of the user as a normal or attacker. The experimental results in section 4 are evident that our proposed framework more efficiently detects the anomaly behavior than the earlier method. In future we extend our proposed framework to discriminate App-DDoS attacks from flash crowds.
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