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Abstract: In the industry, testing production systems, i.e., systems transforming raw materials into products, is usually performed manually and is a long and error-prone task. The automation of the testing process could be initiated with the use of models. But, for this kind of system that has a long life span, models, when they exist, are seldom up-to-date. In this paper, we do not presume the availability of any model and we propose a method to automatically test the CIM2 level of production systems i.e., the software controlling them, by combining two approaches: model inference and passive testing. Using a set of events collected from a production system, our approach combines the notions of expert system, formal models and machine learning to infer symbolic models while preventing over-generalisation (i.e., the models should not capture more behaviours than those possible in the real system). These models are then used as specifications to passively test the conformance of other production systems. We define conformance with two complementary implementation relations. The first relation is based upon the classical trace-preorder relation. The second one is a weaker relation, less strict on the parameter values found in the traces of the system under test. With the collaboration of the manufacturer Michelin, we evaluated our approach on a real production system and show that it can be used in practice to quickly generate models and to test new production systems.
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1 Introduction

In this paper, we study formal testing applied to industrial systems such as those of our partner Michelin, one of the three largest tire manufacturers in the world. We focus on production systems, made up of heterogeneous devices (machines, tools, sensors, robots etc.), interconnected with robust networks and controlled by a software in a factory. To avoid damaging the devices of a production system, the software controlling the devices is often tested manually with simulations, which replicate machine behaviours or human operations. This testing phase usually requires a long period of time, from some weeks up to some months.

A lot of works already deal with the test of (distributed) event-based systems and propose to automate partially or completely the testing stage. Therefore, why is it difficult to abandon manual testing with this kind of system? Active testing is the conventional way to test the conformance of black-box systems [25, 8]. This approach requires a tester that stimulates the system under test with test cases to observe its reactions. To automate the testing process (especially when the system includes many different scenarios), test cases are generated from a (formal) model to be later executed by the tester. Active testing faces limitations though, particularly in the manufacturing context:

• to stimulate the system, it must be shut-down, interrupted or reset for some time. Resetting such a system is difficult and often long. Furthermore, frequent interruptions may lead the devices to abnormal functioning up to make them break down,

• another important drawback of active testing lies in the basic need of a specification. Writing a specification is known as a long and error-prone task. Furthermore, production systems belong to the specific category of systems that have a life span of many years, (sometimes up to 20 years). These systems are incrementally updated (physical devices, applications), but usually not the models. The latter become out-dated in the long run and can no more be used for testing. This is a common problem with documentation in general, and it often implies rather under-specified or not documented systems that become awkward to maintain because of lack of understanding.

This paper tackles the problem of testing such systems, without disturbing them, and without hav-
ing any specification. We focus on the second level of the CIM approach (Computer Integrated Manufacturing [40]), which corresponds to the software controlling the physical devices of a production system. We firstly propose a pragmatic and theoretically well-founded method for inferring models from production systems. These models are then considered as reference specifications and can be used to test the same updated system or new ones.

Specifically, given a running production system, we start by generating models by means of the observations collected among devices and the applications controlling them. We call these observations production events. These models describe the functional behaviours of the system, and may serve different purposes, e.g., testing a production system. Several model inference methods can be found in the literature, but most build over-approximated models, i.e., models capturing more behaviours than those possible in the real system. In our context, we want to prevent the generation of over-approximated models as their use for testing often increases the risk to make emerge false positive results (wrong detections of errors). As a consequence, we propose our own model inference method, based upon an expert system to materialise the knowledge of experts of the system and model transformations. From a production event set, we generate formal models called Symbolic Transition systems (STSs, [19]), by means of inference rules, which can be adapted to match different kinds of systems. In addition, as production systems can produce millions of events on a daily basis, we made a scalable model inference engine, which builds models in reasonable time.

Afterwards, we use these models to passively test the conformance of another production system. Generally speaking, passive testing represents an alternative approach to check the reliability (in terms of conformance, robustness, security, etc.) of implementations, without altering their normal functioning, i.e., by passively observing their behaviours. It has been applied for protocol testing [24, 5, 12], runtime verification [18], etc. In our context, we devised a passive tester, which checks whether the observed executions of a (second) production system under test adhere to the behaviours of a model inferred from a first system. The passive tester collects the execution traces (sequences of events) of the system under test by reusing the building blocks of the model generation engine. It produces a set of traces having the same level of abstraction as those considered for inferring the model and uses them to check whether the system under test conforms to the model. Conformance is defined without ambiguity with two implementation relations. Although several classical implementation relations could be considered, our relations are written to take into account the use of under-approximated (partial) models. The passive tester algorithm implements these relations.

Our approach has been implemented in a framework called Autofunk (for Automatic Functional testing tool), which combines both model generation and testing engines. In the remainder of this paper, we present the theoretical background that we considered to devise Autofunk and preliminary results on real production systems of Michelin.

**Paper organisation:**

The paper is structured as follows: Section 2 introduces the background of the production systems of Michelin. We propose an overview of the different flavours of model inference and passive testing techniques. We also discuss our motivations. Section 3 presents an overview of our approach. We describe the practical assumptions that guided the design of Autofunk. Then, the three next sections present the theoretical aspects of Autofunk: we recall some basic concepts and definitions about the STS formalism in Section 4, Section 5 describes the model inference stage and Section 6 the passive testing stage. We introduce an evaluation of some experiments made on a real production system, in Section 7. We conclude the paper and outline some perspectives in Section 8.

## 2 Background

### 2.1 Michelin production systems

Michelin is a worldwide tire manufacturer and designs most of its factories, production systems, and related software. Like many other industrial companies, Michelin follows the Computer Integrated Manufactu-
turing (CIM) approach, using computers and software to control the entire manufacturing process and acquire data. The CIM approach segments the manufacturing process and production strategies into several hierarchical levels: CIM1 is the device level, CIM2 includes all the applications that monitor and control devices. Levels 3 and 4 focus on the factory management.

A factory includes workshops, each devoted to a step of the tire building process, e.g., tire assembling (assembling the components onto a tire drum) or curing (applying pressure on assembled tires in molds to give their final shapes). A workshop gathers devices, branch points, conveyor belts and human operators that perform specific actions (removal of products to assess their qualities, etc.). A workshop is controlled by a set of CIM2 applications (except for the operators): every order (move, stop, change state, etc.), product modifications or alerts passing among industrial devices and software are materialised with messages that we call production events. These applications are continuously updated and sometimes replaced, for instance when the physical configuration of the workshop is modified, when new machines are added, when bugs are detected, or when it is decided that applications are too old and are no more maintainable.

As depicted in Figure 1, at the workshop level, we observe a continuous stream of products following assembly lines from specific entry points to exit points, i.e., where products go to reach the next step of the manufacturing process. Some factories produce over 30,000 tires a day, resulting in thousands of production events at the CIM2 level, which are collected and persisted in databases.

Production systems are tested when they are set up and every time they are updated with new applications and parameters, new devices, etc. We do not focus on the device level here (CIM1), but on the CIM2 level (although physical devices are tested too). For readability, when we refer to production systems in the remainder of the paper, we actually focus on the software of the CIM2 level, which acquires and sends production events to the devices.

For testing a production system, Michelin engineers firstly build simulations by mocking most of the devices. Then, they run hundreds of scenarios composed of production events, collect all the observable production events and manually inspect them to detect abnormal behaviours. As simulations are not sufficient to run all the possible scenarios, production events are again collected when the system is running, and events are scrutinised every time an issue is detected. This manual testing process can be followed for a long period time, depending on the modifications made on the system (up to 6 months). Michelin wished to partially automate this phase to:

- quicker detect potential regressions when CIM2 applications are modified or when devices are replaced to ensure that they are interoperable with the current application versions,
- test an updated system, different from the original one (hence composed of new applications) to get its set of traces expressing new behaviours. Michelin engineers could later focus on them and seek for potential faults,
- reduce the testing delay,
- get exact models in the sense that they do not capture more behaviours than those possible in the real system. These models could be studied to diagnose issues of the production system.

The main problem faced by Michelin lies in the lack of up-to-date documentation. Indeed, the average lifetime of the applications deployed in their factories is 20 years. During this long lifetime, applications are updated many times independently in every factory all over the world, potentially highlighting different behaviours and features. Initially, these applications are documented with models, which become outdated in the long run. Furthermore, even if a lot of effort is put into standardising applications and development processes, different programming languages and frameworks are still used by development teams, making difficult to focus on a single technology. This application set appears too disparate and insufficiently documented to apply conventional testing techniques. This is why our industrial partner firstly needs a safe way to infer up to date models, regardless of the underlying technical details, and without having to rely on any existing documentation.

In addition, Michelin engineers need of a scalable tool since a production system produces thousands of tires a day, along with thousands of production events. When an issue is detected in a production system or when the latter is getting jammed, they are interested in getting models as quickly as possible to help them diagnose failure causes.

### 2.2 Related work and motivation

Our approach is mainly founded upon two research fields, model inference and passive testing. Several papers dealing with these domains were issued in the last decade. We present some of them related to our work, and introduce some key observations.
Model inference

Model inference originates from approaches dedicated to language learning started in the 1970’s with Gold [20]. Model inference can be defined as a set of methods that infer a specification by gathering and analysing system executions and concisely summarising the frequent interaction patterns as state machines that capture the system behaviour ([11]). These models, even if partial, can be examined by an engineer, to refine the specification, to identify errors, or can be considered for different kinds of analyses, etc. The model generation can be performed from different kinds of data samples such as affirmative/negative answers ([3]), execution traces ([22]), documentation ([43]), source code ([32, 31]) or network traces ([4]).

Algorithms were enhanced to support events combining this topic propose approaches either based upon two concepts, the \( \mathcal{L}^* \) algorithm of [3] and incremental learning (e.g., [15]).

In the context of production systems, this active functioning requires a lot of effort to be practical though. The sending of queries or the use of active testing techniques on production systems usually requires to frequently reset it, which is a long and costly process. This is why we prefer focusing on the passive inference category. It includes techniques that infer models from a given set of samples, e.g., a set of execution traces. Since there is no interaction with the system to model, these techniques are said passive or offline. Models are often constructed by representing sample sets with automata whose equivalent states are later merged. A substantial part of the papers covering this topic propose approaches either based upon event sequence abstraction or state-based abstraction to infer models.

With event sequence abstractions, the detail level of the models is raised by merging the states having the same event sequences. This process stands on two main algorithms: kTail [7] and kBehavior [29].

kTail generates models from trace sets with two steps. First, it builds a Prefix Tree Acceptor (PTA), which is a tree whose edges are labelled with the events found in traces. Then, kTail transforms the PTA into a Finite State Automaton (FSA) by merging every pair of states if they exhibit the same future of length \( k \), i.e., if they have the same set of event sequences having the maximum length \( k \), accepted by the two states.

kBehavior generates FSA from a set of traces by taking one trace after one and by completing the FSA such that it accepts the trace. More precisely, whenever a new trace is submitted to kBehavior, it identifies the sub-traces that are accepted by sub-automata in the current FSA (the sub-traces must have a minimal length \( k \), otherwise they are considered too short to be relevant). Then, kBehavior extends the model with the addition of new transitions that suitably connect the identified sub-automata, producing a new version of the model, which now accepts the entire trace. Both Algorithms were enhanced to support events combined with data values [28].

The approaches, which use state-based abstraction, adopted the generation of state invariants to define equivalence classes of states that are combined together to form final models. The Daikon tool [17] were originally proposed to infer invariants composed of data values and variables found in execution traces. An invariant is a property that holds at a certain point or points in a software. An invariant generator mines the data found in traces, and then reports properties that are always true. Several works were proposed to infer models from traces produced by software components ([38, 22]) or source codes ([42]).

Passive testing

Observing the behaviour of an implementation and testing if it adheres to a given user-provided specification has been referred under different names such as passive testing or runtime verification. With runtime verification, specifications are usually written with CTL or LTL properties, which is out of the scope of the paper. We prefer referring to [26] for introducing runtime verification. Passive testing (and runtime verification) offers the advantage to not disturb the implementation under test by collecting observations or samples and by checking if these meet a specification or properties. Several works, dealing with the passive testing of protocols or components, have also been proposed over the last decade. We propose to group some of them related to our work in two different categories:

- **Invariant satisfiability:** invariants represent properties that are always true. An invariant is constructed by hand, and later checked on a set of traces collected from an implementation. This approach is very similar to runtime verification and allows the test of complex and formal properties. It gave birth to several works, e.g., [11, 10, 6, 30]. For instance, the passive testing method presented in [11] aims to test the satisfiability of invariants on Mobile ad-hoc network (MANET) routing protocols. Different steps are required: definition of invariants, extraction of...
execution traces with sniffers, verification of the invariants on the trace set. Other works focused on Component-based System Testing: in this case, passive methods are usually used for conformance or security testing. Andrès et al. presented another methodology to perform the passive testing of timed systems [2]. The paper gives two algorithms, which check whether timed invariants hold on logs recorded from an implementation under test;

- **Forward checking**: implementation reactions are observed by a tester, which detects incorrect behaviours by covering a model every time a new event is collected [24, 37]. For instance, Lee et al. proposed some methods dedicated to wired protocols in [24]. Protocols are modelled with Event-driven Extended Finite State Machines (EEFSM), which are specialised FSM composed of variables and constraints over these variables. Several algorithms on the EEFSM model are provided as well as their applications on the protocols TCP and Open Shortest Path First (OSPF).

### 2.2.1 Key observations and motivations

After having studied both research fields and discussing with our industrial partner, it quickly turned out that passive inference appeared to be a good fit. Nevertheless, the proposed approaches still reflect some limitations that plague the final quality of the models. Most of the model inference techniques are over-approximating system behaviours, i.e., models often admit more behaviours than those observed. When models are employed for verification or testing, over-approximated models often bring false positives. Indeed, infeasible test cases can be generated from these models, i.e., test cases that cannot be executed or that expect observations the system cannot produce. Such test cases give incorrect verdicts. We observed that over-approximation often comes from the state merging process, which combines the states having the same properties. Specifically, this issue comes from the state equivalence relations (k-future, congruence equivalences, etc.) that raise the abstraction level of the model. Furthermore, most of the above algorithms have a complexity polynomial in time with respect to the model size or require a polynomial number of queries. However, we observed that only few methods [42, 31] focus on scalability and propose algorithms that can take huge event sets as inputs and still infer models quickly. To do so, these use a context-specific state merging process.

Based on these observations, we chose to devise a (context-specific) model inference approach that aims at recovering models as Symbolic Transition Systems (STS [19]) from production event sets. As models are used for testing, we want to prevent (control) their over-generalisations. This approach is hence initially based upon trace abstraction and model compression to avoid the construction of models composed of over-approximations. Then, we remove the information related to products, which we call normalisation. The originality of the model construction resides in the combination of an expert system to encode expert knowledge (given by Michelin engineers or found in documentation) and of transition systems to embrace formal tools. This means that the STS transformations and compression, called STS reduction, are defined with inference rules thanks to the STS theory, and are triggered by the same expert system. The STS reduction, is based on an event sequence abstraction. We also show that our approach is scalable: it can take millions of production events and still build models quickly thanks to our specific state merging process.

Concerning passive testing, we noticed that the above techniques assume having either complete specifications encoding all the correct behaviours, or invariants. The implementation relations are not specifically tailored to support partial inferred models, which are neither complete specifications nor properties. The passive testing technique that we propose is founded on two complementary implementation relations to define conformance while taking into consideration the use of under-approximated (partial) models. The first relation is based upon the classical preorder relation but only applied on the “filtered” traces of the system under test. The second one is a weaker relation less strict on the parameter values found in the traces. The tester algorithm is based upon these relations. Additionally, it reuses several blocks of the model generation step to build the traces of the system under test.

Finally, we introduced in [16] a premise of this passive testing method. This paper extends it by revisiting the theoretical aspects of model inference and passive testing. We give new definitions and propositions on the two implementation relations to give one tester algorithm using both and to prepare the proof of its soundness. We also evaluate the implementation of our approach on a real manufacturing system.

### 3 Approach overview

After several discussions with people at the Michelin company and after having studied the functioning of a factory, production system log files and internal documentation, we concluded that the applications of the CIM2 level, used to operate a production system,
continuously produce raw data adequately rich to deduce the system behaviours. Indeed, the messages found in log files carry a lot of interesting information (labels, parameters) that can be interpreted to understand how a whole industrial system behaves. Michelin engineers are actually able to read them to infer high level actions. These messages are not tied to any programming language or framework. Furthermore, these are exchanged over a network layer that guarantees (synchronous) ordering and delivery. Studying the behaviours of production systems at this level makes some assumptions emerge that have been considered in the design of our framework:

- Black-box systems: production systems are seen as black-boxes from which a large set of production events can be passively collected at the CIM2 level. Such systems are compound of assembly lines fragmented into several devices and sensors, synchronised by a global clock. A production system has one or more entry and one or more exit points;
- Production events: a production event of the form $a(\alpha)$ includes a distinctive label $a$ along with a parameter assignment $\alpha$. Two production events $a(\alpha_1)$ and $a(\alpha_2)$ having the same label $a$ must own assignments over the same parameter set. Network protocols guarantee synchronous communications and the event ordering with timestamps assigned to a parameter denoted time, which takes values from a global clock. A specific parameter, denoted point, stores the physical location of devices. For instance, the parameter point can be assigned to coordinates or to device identifiers;
- Traces identification: execution traces are sequences of production events $a_1(\alpha_1)...a_k(\alpha_k)$. A trace is identified by a specific parameter that is included in all the event assignments of a trace. In this paper, this identifier is denoted with $\text{pid}$ and identifies products, e.g., tires at Michelin. At the same time, we cannot have two different traces (for two products) having the same $\text{pid}$;
- Event delivery: network protocols guarantee the event delivery and an assembly line is conceived in such a way that it does not have deadlock states except when a product exits the line.

We present in this section an overview of our approach called Autofunk. The next sections will detail every step briefly mentioned here. Autofunk, takes as inputs the production events of a first production system to infer its model and then passively tests a second production system to ensure that it is conforming to the model. These two parts are depicted in Figure 2 (model inference with solid lines, passive testing with dashed lines).

In this paper, we focus on models called Symbolic Transition Systems (STS). The STS formalism is widely used in the verification and testing areas to describe large and complex event-driven systems. Other models, e.g., the EFSM model [13] bring interesting features but STSs offer another advantage with this work. We can indeed benefit from the well established testing theory given in [36, 19] and hence define inference rules to express STS operations and transformations. This last aspect helps combine the two different areas we consider in this paper to infer models: formal models and expert systems. Indeed, human expert knowledge is materialised with inference rules applied on knowledge bases (production events, traces, STSs) e.g., to filter out production events. In the same way, STS transformations are given with inference rules applied on the same knowledge bases. The same inference engine is called whatever the purpose of the rules.

Autofunk recovers models (solid lines in Figure 2), which represent the functional behaviours of a system under analysis denoted $\text{SuA}$. This step is mainly framed upon an inference engine to build formal models from production events by means of successive transformations. Initially, Autofunk takes log files, composed of messages, collected from $\text{SuA}$. The CIM2 level and the network protocols used in Michelin’s factories guarantee that the messages can be collected by a log server while preserving the message ordering. These messages are formatted as a set of production events of the form $a(\alpha)$ with $\alpha$ a label, and $\alpha$ a parameter assignment. Production events are filtered
to produce a first set of traces denoted $Traces(Sua)$. Products could stay in a workshop for days and even
weeks, i.e., longer than the time period considered for collecting production events. From our point of
view, this means that we can likely collect incomplete traces in $Traces(Sua)$, that is the traces that are not
obtained from an entry point of the production system or that not end in one of its exit points. Such
traces express incorrect behaviours in the sense that they do not reflect the complete functioning of as-
sembly lines. Furthermore, we observed that the CIM2 applications may send the same request multiple
times to physical devices until they get an acknowledgement. Repetitions of sequence of events, that we call repetitive patterns of events, may happen a multitude of
times, depending on the use of the load of the devices. Most of these repetitive patterns of events are con-
sidered as noise by the Michelin engineers because these events do not represent new behaviours of an as-
sembly line. This is why Autofunk detects repetitive patterns, provides them to an engineer so that it may
chose to keep some of them as desired. The traces including the other repetitive patterns (those not chosen) are filtered out. The same process shall be ap-
plied for testing. $Traces(Sua)$ is therefore filtered to only keep the filtered traces of $Traces(Sua)$, denoted
$FTraces(Sua)$, namely the traces related to products not composed of repetitive patterns, which are ob-
tained from an entry point of the production system to one of its exit points.

The number of entry or exit points depends on the configu-
ration of the assembly lines and may varies among the factories. Entry and exit points can be
given by an expert of the system (especially when the collected set of production events is too small). But,
as the set of production events is usually large, we have chosen to apply a machine learning technique
on the production events to automatically deduce the entry and exit points. The technique employed here
is K-means [21] on the occurrences of every poten-
tial entry point (found in every first event of the trace of $Traces(Sua)$) and exit points (found in every last event of the traces). Section 5.2 gives more details about this step, which helps automate the model inference process at the most, without being time consum-
ing.

The set $FTraces(Sua)$ is then partitioned into subsets $(ST_1,...,ST_n)$, one set for each entry point of
the system, to later build in parallel one model per entry point. We construct the model $S$, which is
composed of the list of STSs $(S_1,...,S_n)$ (with $n$ the number of detected entry points). Here, we also
remove all the parameter assignments related to prod-
ucts (product id, timestamps) to express more general behaviours (not related to products). We call this step

STS normalisation. Usually, it turns out that $S$ has a (very) large set of transitions, which could negatively
influence the complexity of the testing stage. That is why our framework adds a reduction step, aiming at diminishing the first model $S$ into a second one, de-
noted $R(S)$.

The second part of Autofunk relates to the testing phase (dashed lines in Figure 2). It takes a model
$R(S)$ inferred from the reference system $Sua$ and production events collected from another system under
test $Sut$. $Sut$ can refer to the same production system as $Sua$, which has been updated. In this case, test-
ing comes down to check that changes have not intro-
duced new faults (regression testing). $Sut$ can also be a new system in a new factory, which should behave as $Sua$. We have chosen to formally define conformance with two implementation relations between $Sut$ and $R(S)$. The first one, denoted $\leq_{ft}$, checks whether the filtered traces of $Sut$, in $FTraces(Sut)$, belong to $Traces_{pass}(R(S))$, which is the set of traces of $R(S)$ expressing correct behaviours. As $R(S)$ is a partial model that does not necessarily encode all the possible behaviours of $Sua$, this relation may reject some potential correct implementations. This is why we define a complementary implementation relation, denoted $\leq_{mft}$, which means that $Sut$ is correct iff for each execution trace $t$, all its parameter assignments can be found into several traces of $Traces_{pass}(R(S))$ having the same sequence of events as $t$ (instead of only one trace with the first relation). The passive tester reuses some modules of the model inference
step (event formatting, trace filtering) to build $FTraces(Sut)$ and implements these two relations.
It produces the verdicts "$Pass_{\leq_{ft}} $”, "$Pass_{\leq_{mft}} $" if the relations hold. Additionally, when a faulty implement-
ation is detected, it returns its possibly failure traces i.e., the traces of $Sut$ that cannot be extracted from the model $R(S)$. Here, we talk about possibly failure traces because our models are partial and do not necessar-
ily encode all the possible correct behaviours. Hence, these traces should be later inspected to ensure whether they capture wrong behaviours.

Before covering the formal aspects of the model generation and the testing of production systems, we recall some notations and definitions about the STS model.

4 Model Definition and Notations

In this paper, we focus on models called Symbolic Transition Systems (STS) ([19]) to represent how pro-
duction systems behave.
4.1 Symbolic Transition Systems

A STS is a kind of symbolic automaton compound of states called locations. Transitions between locations are labelled with events including a label and parameters. One can also find guards and variable assignments.

Definition 1 (Variable assignment) We assume that there exist a finite domain of values denoted $D$ and a variable set $X$ taking values in $D$. The assignment of variables in $Y \subseteq X$ to elements of $D$ is denoted with a mapping $\alpha : Y \to D$. We denote $D_Y$ the assignment set over $Y$. For $y \in Y$, $\alpha(y)$ returns the assignment of the $y$ variable. We also denote $id_Y$ the identity assignment over $Y$.

For instance, $\alpha = \{x := 1, y := 3\}$ is a variable assignment of $D^{\{x,y\}}$, $\alpha(x) = \{x := 1\}$ is the variable assignment related to the variable $x$.

Definition 2 (STS) A Symbolic Transition System (STS) is a tuple $(L, l_0, V, V_0, I, \Lambda, \rightarrow)$, where:

- $L$ is the finite location set, with $l_0$ being the initial one,
- $V$ is the finite set of internal variables, $I$ is the finite set of parameters,
- $V_0$ is the initial condition, a predicate with variables in $V$,
- $\Lambda$ is the finite set of symbolic events $a(p)$, with $p = \langle p_1, \ldots, p_k \rangle$ a finite tuple of parameters in $I^k(k \in \mathbb{N})$,
- $\rightarrow$ is the finite transition set. A transition $(l_i, l_j, a(p), G, A)$, from the location $l_i \in L$ to $l_j \in L$, also denoted $l_i \xrightarrow{a(p),G,A} l_j$, is labelled by:
  - an event $a(p) \in \Lambda$, with $p = \langle p_1, \ldots, p_k \rangle$,
  - a guard $G$, which is a predicate with variables in $V \cup \{p_1, \ldots, p_k\}$ that restricts the firing of the transition. For simplicity (and since this is sufficient in our context), we restrict to the guards of the form: $G \to PG | G \op G$, $PG \to \text{Variable} == \text{Constant}$, $\op \to \land | \lor$,
  - internal variables are updated with the assignment function $A$ of the form $(x := A_x)_{x \in V}$, $A_x$ is an expression over $V \cup \{p_1, \ldots, p_k\}$.

Below, we define some notations on STSs. In particular, we use the notion of projection on guards, denoted $Proj_X(G)$, which aims to only keep the equalities of $G$ using the variables of the set $X$. A projection comes down to eliminate the equalities using the variables in $(I \cup V) \setminus X$. For the definition of variable elimination (a.k.a. forgetting), we refer to [23, 39]. For instance, in propositional logic, removing a literal $l$ from a formula $F$, is given by $\text{ForgetLit}(F, \{l\}) = F_{l+1} \lor (\neg l \land F)$ [23].

Definition 3 Given a STS $S = (L, l_0, V, V_0, I, \Lambda, \rightarrow)$ and $l, l' \in L$, we use the following notations:

- $l_i \xrightarrow{a_1(G_1, A_1) \ldots (a_n(G_n, A_n))} l_{n+1} \xrightarrow{a_1(G_1, A_1) \ldots (a_n(G_n, A_n))} l_2, \ldots, l_n \xrightarrow{a_n(G_n, A_n)} l_{n+1}$;
- $l$ is a deadlock location iff $\neg \exists l', a(p), G, A : l \xrightarrow{a(p),G,A} l'$;
- $l \xrightarrow{a(p),G} l' \xrightarrow{a(p),G,\text{id}_V} l'$;
- $Proj_X(G)$, the projection of the guard $G$ over the variable set $X \subseteq I \cup V$, which eliminates from $G$ the equalities on the variables of $(I \cup V) \setminus X$.

The use of symbolic variables helps describe infinite state machines in a finite manner. This potentially infinite behaviour is represented by the semantics of a STS, given in terms of Labelled Transition System (LTS). The LTS semantics can be assimilated to a valued automaton, which is often infinite: the LTS states are labelled by internal variable assignments, and transitions are labelled by valued events, composed of parameter assignments. The semantics of a STS $S = (L, l_0, V, V_0, I, \Lambda, \rightarrow)$ is the LTS $|S| = (Q, q_0, \sum, \rightarrow)$ composed of valued states in $Q = L \times D_V$, $q_0 = (l_0, V_0)$ is the initial one, $\sum$ is the set of valued events, and $\rightarrow$ is the transition relation.

The complete definition of the relation between a STS and its LTS semantics is given in [19]. For simplicity, we only give its insight in this paper. For a STS transition $l \xrightarrow{a(p),G,A} l'$, we have LTS transitions of the form $(l, v) \xrightarrow{a(p),\alpha} (l', v')$ with $v$ an assignment over the internal variable set if there exists a parameter value set $\alpha$ such that the guard $G$ evaluates to true with $v \cup \alpha$. Once the transition is fired, the internal variables are assigned with $v'$ derived from the assignment $A(v \cup \alpha)$. 
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From the LTS semantics, one can derive runs and traces, which reflect the concrete functioning of the system modelled with $S$ and $|S|_*$:

**Definition 4 (Runs and traces)** Let $S$ be a STS and $|S|_*$ be its LTS semantics.

- A run $q_0 a_0(a_0)\ldots q_{k-1}a_{k-1}(a_k)q_k$ is an alternate sequence of states and valued events such that: $\exists q_i, q_{i+1}, a_i, \alpha_i (0 \leq i \leq k-1) : q_0 \xrightarrow{a_0(a_0)} q_1 \ldots q_k \in \rightarrow^*$.

$\text{Runs}(S) = \text{Runs}(|S|_*)$ is the set of runs found in $|S|_*$.

$\text{Runs}_F(S)$ is the set of runs that end in a state $q$ of $F \times D_V$ with $F \subseteq L$.

- the trace of a run $r = q_0 a_0(a_0)\ldots q_{k-1}a_{k-1}(a_k)q_k$, denoted $\text{Trace}(r)$ is the sequence $a_0(a_0)\ldots a_{k-1}(a_k)$.

$\text{Traces}_F(S) = \text{Traces}_F(|S|_*) = \{\text{Trace}(r) \mid r \in \text{Runs}_F(S)\}$.

### 4.2 Production system models

Intuitively, our STS generation is performed by retro-engineering a production system from its traces by referring to the above definitions: traces are collected from production systems, then filtered out, and transformed into runs. From these, we construct STSs.

For simplification and to later help in the parameterisation of the model inference process, we have chosen to segment a production system model into several STSs, one STS per entry point. In production events, the parameter point stores device locations and can be used to describe entry and exit points. Additionally, we observed that devices may query CIM2 applications multiple times until they get an acknowledgement. As stated earlier, we call these sequence of events, repetitive patterns of events. With all these characteristics, it is now possible to propose a definition of a production system model:

**Definition 5 (Production system)** A production system $S$ is a $n$-tuple $(S > 0) S = (S_1, \ldots, S_n)$ with $S_i = (L_{S_i}, l_{0_{S_i}}, V_{S_i}, V_{0_{S_i}}, I_{S_i}, \Lambda_{S_i}, \rightarrow_{S_i}) (1 \leq i \leq n)$ such that $\forall l_{S_i}, a(p), G, \rightarrow_{S_i} \in S_i: \text{Proj}(\text{point})(G) = (\text{point} == v) \land (\text{point} := v) \in \text{Entry}(S)$.

$\text{Entry}(S)$ (resp. $\text{Exit}(S)$) denotes the set of assignments on the variable point modelling the entry points (resp. the exit points) of $S$. $\text{Card}(\text{Entry}(S)) = n$.

$\text{Pattern}(S)$ is the set of repetitive patterns of $S$, $\text{Pattern}(S) = \{a_1(\alpha_1)\ldots a_k(\alpha_k) \mid \forall(1 \leq j \leq k), a_j(p_j) \in \bigcup_{1 \leq i \leq n} \Lambda_{S_i} \text{ and } \alpha_j \in D_{p_j}\}$.

We also denote $\text{Traces}(S) = \bigcup_{1 \leq i \leq n} \text{Traces}(S_i)$.

We are now ready to expose how to infer production system models from collections of production events.

## 5 Model inference of production systems

The model inference part aims at recovering models representing the functional behaviours of a system under analysis. To reason about this system, we now assume that it can be modelled by a (unknown) LTS, denoted $Sua$. This assumption allows to later denote its trace set with $\text{Traces}(Sua)$ and so on.

The originality of the model inference part lies in the combination of the notion of expert system with the STS formalism. Our framework uses an expert system adopting a forward chaining. Such a system separates the knowledge base, a.k.a. facts, from the reasoning: the former is expressed with data and the latter is defined with inference rules that are applied on the facts. All information handled by Autofunk (events, traces, transitions, models) are then modelled with bases of facts. We rely upon two kinds of inference rules to infer STSs. On the one hand, we have rules capturing the knowledge of a human expert or found in documentation. These are expressed with rules of the form When condition, Then action(s) applied on facts. On the other hand, the remaining rules relate to STS transformations, which can be formally defined with inference rules as well. The possibility to change rules for matching other kinds of systems is a manifest benefit of using inference rules to infer models. Nevertheless, such rules have to be conceived with care. Indeed, they have to be triggered a finite number of times to ensure the model inference termination and must always give identical results with the same bases of facts. To reach that purpose, we assume that inference rules and knowledge bases meet these hypotheses:

**Model inference assumptions:**

1. inference rules are Modus Ponens (simple implications that lead to sound facts if the original facts are true);

2. the facts in knowledge bases have an Horn form (facts with at most one positive literal, e.g., simple facts).

These assumptions guarantee that the resolution of the inference rules (based on Modus Ponens) with
5.1 Trace collecting

Autofunk starts by collecting production events from databases gathering the events passing through the network of the system under analysis. In this way, \( \textit{Sua} \) is not disrupted since production events are collected by its logging system. A production event is mainly compound of a label along with kinds of variable assignments.

An example of log file is given in Figure 4. It includes simplified production events similar to those extracted from the Michelin logging system. \( \text{INFO} \), \( 7011 \) and \( 17021 \) are labels that are accompanied with assignments of variables, e.g., \( \text{nsys} \) that indicates an industrial device number or \( \text{point} \) that gives the device position in a workshop. With real events, there are around 20 parameters. Such a format is specific to Michelin but other kinds of events could be considered by updating the Autofunk parsing module.

Production events are stored in a knowledge base and formatted as valued events \( a(\alpha) \), with \( a \) a label and \( \alpha \) a parameter assignment. Thereafter, this base is filtered to remove the production events that are considered as unnecessary to describe the functional behaviours of \( \textit{Sua} \). These are filtered by means of inference rules of the form: When \( a(\alpha) \), condition on \( a(\alpha) \). Then retract(\( a(\alpha) \)). Figure 5 shows a rule example applied on Michelin systems. This rule is written with the Drools\(^1\) formalism. Drools is a rule-based expert system using knowledge bases expressed with Java objects. This rule removes the production events that hold the \( \text{INFO} \) label. Indeed, experts confirmed us that it does not worth keeping this kind of event since they do not express a system behaviour, but network status.

From this filtered production event base, we construct traces by linking together the production events \( a(\alpha) \) holding the same trace identifier \( \text{pid} \), and by ordering them with respect to their timestamps assignments. We call the resulting trace set \( \text{Traces}(\textit{Sua}) \):

\[
\text{Definition 6 (Traces(\textit{Sua})}) \text{ Given a system under analysis } \textit{Sua}, \text{Traces(\textit{Sua})} \text{ denotes its trace set.} \]

\( \text{Traces}(\textit{Sua}) \) includes finite traces i.e., finite sequences of production events of the form \( a_1(\alpha_1)\ldots a_k(\alpha_k) \) such that: \( \exists \) unique \( v \in D, \forall \alpha_i (1 \leq i \leq k) : \alpha_i(\text{pid}) = (\text{pid} := v) \).

5.2 Trace segmentation and filtering

Products could stay in a workshop for days and even weeks. Sometime, some products are manually removed from the production system for different purposes, e.g., assessing if they meet quality requirements. This involves that incomplete traces may be included in \( \text{Traces}(\textit{Sua}) \), i.e., the traces that are not

\[\text{Figure 5: Inference rules example for filtering}\]
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obtained from an entry point of the production system or that not end in one of its exit points. We consider that these traces neither express the system normal functioning nor express failures. Hence, it has been chosen to filter them out. This can been done by means of the parameter point, which stores the physical locations of devices.

The detection of the entry and exit points of Sua, denoted Entry(Sua) and Exit(Sua) is automatically performed with machine learning, and more precisely by using an outlier detection ([21]) on Traces(Sua). An outlier is an observation that deviates so much from the other observations as to arouse suspicions that it was generated by a different mechanism. More precisely, we chose to use the K-means clustering method, a machine learning algorithm, which does not need to be trained before being effectively used (that is called unsupervised learning) which does not need to be trained before being effectively used (that is called unsupervised learning) and which is considered as one of the most robust and efficient clustering algorithm [41]. K-means clustering aims to partition N observations into K clusters. Here, observations are represented by the assignments of the variable point present in each trace of Traces(Sua), which captures device locations. To detect the entry points, we collect all the assignments found in the first production events of the traces. As we want to group the outliers together (the entry points), and leave the others in another cluster, we use K = 2. The same step is followed to get the exit points, except that we collect the assignment of the last events of the traces. This method is suitable for production systems because they hold physical assembly lines where almost all the products flow from real entry and exit points. Hence, on sufficiently large production event sets, we should observe high ratios of products moving from the same (entry) points to the same exit points. Using K-means helps automate this step, but, as explained in Section 7, when there are only few production events, we need an expert to provide them.

The devices may successively perform the same request several times with repetitive patterns of events. We have also chosen to remove the traces including repetitive patterns in order to reduce the final model size. The detection of repetitive patterns in traces is highly facilitated by firstly removing the variable assignments related to products since these assignments are always different among the traces. We call this step normalisation. For Michelin systems, the variables related to products are pid (product identifier) and time, which is assigned to a timestamp value. We define the operator NormY, with Y the variable set related to products, to normalise traces. Autofunk tries to detect repetitive patterns in this way: if it finds a trace t of the form t1p...pt2 and another trace t′1p′t′2 such that NormY(t1) = NormY(t′1), NormY(t2) = NormY(t′2) and NormY(p) = NormY(p′), then NormY(p) is designated as a repetitive pattern and t is removed from Traces(Sua) since we suppose that t does not express a new and interesting behaviour.

Traces are completely removed rather than cleaning them by deleting the repetitive patterns to prevent from encoding behaviours not observed from Sua. An algorithm, which detects repetitive patterns is provided in [33]. Here, we prefer giving the definition of the filtered trace set, denoted FTraces(Sua), derived from Traces(Sua). We also define the trace normalisation with Norm and denote the detected repetitive pattern set with Pattern(Sua):

Definition 7 (Filtered traces) Let Traces(Sua) be the trace set of the production system under analysis Sua = (Q, q0, Σ, →). Entry(Sua), Exit(Sua) denote its (physical) entry and exit point sets respectively. Let also a1(α1)...ak(αk) be a trace of Traces(Sua).

1. P = {x | αi(1 ≤ i ≤ k) ∈ DX and x ∈ X}. Y ⊆ P is the set of variables related to products found in P;
2. NormY(a1(α1)...ak(αk)) = def a1(α′1)...ak(α′k) with α′i = a1(P Y)(1 ≤ i ≤ k);
3. R = {t1p...pt2 ∈ Traces(Sua) | t′1p′t′2 ∈ Traces(Sua), NormY(p1) = NormY(p′1), NormY(p2) = NormY(p′2), NormY(p) = NormY(p′)};
4. Pattern(Sua) = def {NormY(t) | t1p...pt2 ∈ R};
5. FTraces(Sua) = def {a1(α1)...ak(αk) ∈ Traces(Sua) | α1(point) ∈ Entry(Sua) ∩ Exit(Sua)} \ R.

The trace set FTraces(Sua) only includes the traces capturing executions started from an entry point of Sua and ending to one of its exit points such that the traces do not contain several successive repetitive patterns of events. Traces in FTraces(Sua) capture some behaviours of Sua but do not express more behaviours. Trace inclusion with Traces(Sua) is preserved:

Proposition 8 FTraces(Sua) ⊆ Traces(Sua).

With the example of production events given in Figure 4, we obtain the following filtered trace set: FTraces(Sua) = {17011(nsxy := 1, nsec := 8, point := 1, pid := 1) 17021(nsxy :=
1, nsec := 8, point := 3, tpoint := 8, pid := 1), 17011(nsys := 1, nsec := 8, point := 2, pid := 2) 17021(nsys := 1, nsec := 8, point := 4, tpoint := 9, pid := 2)\).

Finally, ST\(\text{Trace}(Sua)\) is partitioned into \(ST = (ST_1, ..., ST_n)\) such that \(ST_i\) is a trace subset expressing behaviours starting at one entry point of \(Entry(Sua)\) \((\text{Card}(Entry(Sua)) = n)\).

5.3 STS generation and reduction

Each trace subset \(ST_i\) of \(ST = (ST_1, ..., ST_n)\) is then lifted to the level of the STS formalism, by transforming traces to runs and runs to STS paths. Given a set \(ST_i\), its traces are converted into runs by completing them with states. Each run begins with the initial state \((l_0, v_0)\) with \(v_0\) an empty condition. Then, new states are injected after each production event. The set of runs \(Runs_i\) obtained from \(ST_i\) is defined as :

**Definition 9 (Structured Runs)** Let \(ST_i\) be a trace set obtained from \(F\text{Trace}(Sua)\). We denote \(Runs_i\) the set of runs derived from \(ST_i\) with the following inference rule:

\[
\begin{array}{c}
\text{Runs}_i := \{ (l, v_0) | a(1, l_1, v_1) \ldots (l_{id}, v_{id}) a(k, l_{k}, v_{k}) (l_{k+1}, v_{k+1}) \in \text{Runs}_i \}
\end{array}
\]

The runs of \(Runs_i\) have states that are unique except for the initial state \((l_0, v_0)\). We defined such a set to later build a STS having a tree structure. The state uniqueness is here guaranteed by means of the trace identifier \(pid\), which is unique for each trace.

Runs are transformed into STS paths that are assembled together by means of a union. The resulting STS forms a tree compound of branches starting from the location \(l_0\). Parameters and guards are extracted from the assignments found in production events. In this step, the events of the runs are normalised with the \(Norm\) operator to remove the parameter assignments related to products (assignment of the variables \(pid\) and \(time\) in our context). We obtain more generalised STSs, which express the behaviours of \(Sua\), independently of the manufactured products.

**Definition 10** Given a run set \(Runs_i\) and \(Y\) the set of variables related to products, \(S_i = (L_{S_i}, l_{0_{S_i}}, V_{S_i}, V_{0_{S_i}}, I_{S_i}, L_{S_i}, A_{S_i}, \rightarrow_{S_i})\) is the STS expressing the (generalised) behaviours found in \(Runs_i\) such that:

- \(L_{S_i} = \{ l | \exists r \in Runs_i, (l, v_0) \) is a state of \(r\}\),
- \(l_{0_{S_i}} = l_0\) is the initial location such that \(\forall r \in Runs_i, r\) starts with \((l_0, v_0)\),
- \(V_{S_i} = \emptyset, V_{0_{S_i}} = v_0\).

The STS \(S_i\) has a tree form, one branch representing one trace of \(ST_i\). Figure 6 illustrates the STS \(S_1\) obtained from the production events of Figure 4. It is composed of events, each associated with its own parameters. Transitions are labelled with guards directly derived from the parameter assignments found in the production events.

Once the subsets \(ST_1, ..., ST_n\) are transformed into STSs, we obtain a first production system model \(S = (S_1, ..., S_n)\). We also attach to \(S\), the repetitive patterns, the entry and exit points detected from \(Sua\): \(Pattern(Sua) = Pattern(S), Entry(S) = Entry(Sua), Exit(S) = Exit(Sua)\).

If we only have collected a subset of all the production events of \(Sua\), we have inferred a partial model \(S\). In a sense, one could also affirm that \(S\) is an over-approximation of \(Sua\) because the \(pid\) variable can take any value. But \(S\) gives the same traces as \(Sua\) with the same parameter values, if the variables related to products are not considered. In this context, we say that \(S\) is not an over-approximation of \(Sua\). This is captured by the following proposition:

**Proposition 11** Let \(S\) be a model inferred from a production system \(Sua\) and \(Ld \subseteq \bigcup_{S_i \in S} L_i\) be its deadlock locations. We have: \(Norm_{Y}(F\text{Trace}(Sua)) = Norm_{Y}(\text{Traces}_{Ld}(S))\).

5.4 STS reduction

The model \(S\) includes STSs that are most likely too large for being employed for testing (e.g., for being
kept resident in memory). Yet, production systems are often conceived with a finite number of assembly lines and build products with a finite number of steps. A STS $S_i$ in $S$ should contain branches capturing the same sequences of events (without necessarily the same parameter assignments) and could be minimised.

Initially, we studied the state merging techniques used with passive inference methods, and particularly kTail, which appeared to be well suited in this context. But, as stated earlier, these techniques build over-approximated models by raising the level of abstraction, which may lead to false positives when used for testing. Consequently, we have chosen to design a context-specific and lightweight STS reduction technique, which aims at reducing a STS $S_i$ into another STS denoted $R(S_i)$. The reduction technique merges the STS branches having the same sequence of events. As we do not want to infer approximated models, when STS branches are merged, we keep all the guards and wrap them into matrices of guards. These matrices pack the data, which are separated from the transitions. This structure helps analyse events and parameters separately. In addition, it allows the recovery of the initial traces of $S_i$. Finally, the resulting STS $R(S_i)$ still keeps its tree structure but has fewer branches.

Given a STS $S_i$, its paths are firstly adapted to express sequences of guards in a vector form. Later, the concatenation of these vectors shall give birth to matrices. This adaptation is obtained with the definition of the STS operator $Mat$:

**Definition 12** Let $S_i = (L_{S_i}, l_0_{S_i}, V_{S_i}, V_{0S_i}, I_{S_i}, \Lambda_{S_i}, \rightarrow_{S_i})$ be a STS inferred from $S$. We denote $Mat(S_i)$ the STS operator that consists in expressing guards of STS paths in a vector form.

$$
Mat(S_i) = (L_{Mat(S_i)}, l_0_{Mat(S_i)}, V_{Mat(S_i)}, V_{0Mat(S_i)}, I_{Mat(S_i)}, \Lambda_{Mat(S_i)}, \rightarrow_{Mat(S_i)} ) \text{ where:}
$$

- $L_{Mat(S_i)} = L_{S_i}$, $l_0_{Mat(S_i)} = l_0_{S_i}$, $I_{Mat(S_i)} = I_{S_i}$, $\Lambda_{Mat(S_i)} = \Lambda_{S_i}$,
- $V_{Mat(S_i)}$, $V_{0Mat(S_i)}$ and $\rightarrow_{Mat(S_i)}$ are given by the following rule:

$$
\forall \mathbf{b} = l_0 \rightarrow \mathbf{a}_1(p_1), G_1 \rightarrow \ldots \rightarrow \mathbf{a}_k(p_k), G_k \rightarrow l_k \in Mat(S_i) \Rightarrow \exists \mathbf{V}_{0\mathbf{b}} \mathbf{V}_{0\mathbf{b}} = \mathbf{V}_{0Mat(S_i)} \land \mathbf{M_b} = \{G_1, \ldots, G_k\} \land \mathbf{l}_{0Mat(S_i)} = (\mathbf{a}_1(p_1), l_{01} \ldots \mathbf{a}_k(p_k), l_{0k})
$$

*Given a path $\mathbf{b} \in \rightarrow_{Mat(S_i)}^*$ we also denote $Mat(\mathbf{b}) = \mathbf{M_b}$ the vector used within the guards of $\mathbf{b}$."

The STS branches having the same sequences of events can now be assembled. These branches are grouped into path equivalence classes:

**Definition 13 (STS path equivalence class)** Let $S_i = (L_{S_i}, l_0_{S_i}, V_{S_i}, V_{0S_i}, I_{S_i}, \Lambda_{S_i}, \rightarrow_{S_i})$ be a STS obtained from $S$. The path equivalence class gathering the paths of $Mat(S_i)$ such that:

$$
[b] = \{b' \mid l_{0Mat(S_i)}(a_1(p_1), G_1) \ldots (a_k(p_k), G_k) \rightarrow l_{k} \}
$$

The reduced STS $R(S_i)$ of $S_i$ is derived by merging the locations of the paths of every equivalence class $[b]$ found in $Mat(S_i)$. The vectors of guards found in the paths of $[b]$ are joined into the matrix $M_{[b]}$. $R(S_i)$ is defined as follows:

**Definition 14 (STS reduction)** Let $S_i = (L_{S_i}, l_0_{S_i}, V_{S_i}, V_{0S_i}, I_{S_i}, \Lambda_{S_i}, \rightarrow_{S_i})$ be a STS inferred from $S$. The STS $R(S_i)$ is modelled by the STS:

$$
R(S_i) = (L_R, l_0_R, V_R, V_{0R}, I_R, \Lambda_R, \rightarrow_R) \text{ where:}
$$

$$
\begin{align*}
&b = \{b_1, \ldots, b_m\} \text{ with } b_j = (a_1(p_1), G_1) \ldots (a_k(p_k), G_k) \rightarrow l_{jk} \\
&V_{0R} = V_{0R} \land M_{[b]} = \{Mat(b_1), \ldots, Mat(b_m)\} \\
&\land (1 \leq c_{[b]} \leq m), l_0_R = l_{0Mat(S_i)} \Rightarrow l_{jk} = l_{jk} \rightarrow (l_{1k} \ldots l_{mk})
\end{align*}
$$

A STS $R(S_i)$ holds paths labelled by guards, which refer to a matrix $k \times m$ denoted $M_{[b]}$. A column of this matrix $M_{[b]}$ stores a list of successive guards found in a path of the initial STS $S_i$. The choice of the column in a matrix depends on a new variable $c_{[b]}$, which takes a value between 1 and $m$ by means of the initial condition $V_{0R}$.

The STS example of Figure 6 has two paths having the same sequence of events, which can be reduced to one path. The reduced STS is depicted in Figure 7. The guards are placed into two vectors.
\[ M_1 = [G1 G2] \text{ and } M_2 = [G3 G4]. \] These are combined into the matrix \( M \). The condition \( V0 \) exhibits that the variable \( c[y] \) can either be assigned to \( c[y] := 1 \) or \( c[y] := 2 \), in reference with the two matrix columns. The resulting STS of Figure 7 still encodes the initial behaviours described by the first STS. This is captured with the following proposition:

**Proposition 15** Let \( S_i \) be a STS inferred from \( Sua \) and \( R(S_i) \) be its reduced STS. We have:

\[ \text{Traces}(R(S_i)) = \text{Traces}(S_i). \]

When we apply this STS reduction method on the whole production system model \( S \), we obtain a model denoted \( R(S) \) such that \( R(S) = (R(S_1), \ldots, R(S_n)) \), and \( \text{Entry}(R(S)) = \text{Entry}(S) \), \( \text{Exit}(R(S)) = \text{Exit}(S) \), \( \text{Pattern}(R(S)) = \text{Pattern}(S) \).

### 5.5 Soundness complexity and termination of the model inference step

The soundness of the model inference stage mainly depends on the inference rules and the knowledge bases. The latter are exclusively constituted of (positive) facts (Events, Traces, Transitions, STSs) that have an Horn form. We have assumed that the inference rules are Modus Ponens. Therefore, the resolution of the inference rules and the inference of knowledge bases is sound and complete [9] (all the resulting facts are always true and have proofs in the system). From this fact and by considering the propositions 8, 11 and 15, we can state the soundness of the whole model inference stage with:

**Proposition 16** Let \( Sua \) be a system under analysis, which meets the assumptions given in Section 3. Let \( S = (R(S_1), \ldots, R(S_n)) \) be the production system model inferred from \( Sua \) and \( Ld \subseteq \bigcup_{1 \leq i \leq n} \text{Traces}(R(S)) \) be its deadlock location set. We have:

1. \( \text{FTraces}(Sua) \subseteq \text{Traces}(Sua) \) and \( \text{FTraces}(Sua) \subseteq \text{Traces}(R(S)) \)
2. \( \text{Normy}(\text{Traces}_{Ld}(R(S))) = \text{Normy}(\text{FTraces}(Sua)) \subseteq \text{Normy}(\text{Traces}(Sua)) \)

The model inference complexity is polynomial in time and is proportional to \( O(t + m(t^2 + t + k + \log(m))) \) with \( m \) production events, \( t \) traces in \( \text{Traces}(Sua) \), \( k \) inference rules for filtering (worst case). The complexity to filter \( m \) production events with \( k \) rules is \( O(mk) \). The remaining ones are sorted in \( O(m * \log(m)) \) (with the Java Collection.sort()). We mine \( \text{Traces}(Sua) \) with K-means, whose complexity is proportional to \( O(2t) \) with \( t \) the number of traces in \( \text{Traces}(Sua) \). The complexity of extracting \( \text{FTraces}(Sua) \) from \( \text{Traces}(Sua) \) in \( O(t + t^2m) \). Indeed, inference rules covers the traces of \( \text{Traces}(Sua) \) to keep those capturing behaviours starting from one entry point and finishing at one exit point of \( Sua \). For every pair of traces, we search for repetitive patterns by scanning the traces labels (with the Michelin context, we limit to the patterns of the form request/response) and then check if the parameter values are identical. Traces are lifted to the STS level, event after event, with a complexity proportional to \( O(m) \). The STS reduction complexity is \( O(m + tm) \). Path equivalence classes are generated with a hash function, called on event sequences (complexity proportional to \( O(m) \)). The paths of a class are grouped with a rule covering all the paths together (\( O(tm) \)).

### 6 Passive testing

In this section, we present the second part of our framework, dedicated to the passive testing of another system under test \( Sut \). The model \( R(S) \), inferred from a system \( Sua \), is regarded as a reference specification. The STSs of \( R(S) \) can be modified to record some updates made on \( Sut \) or some specific features. Manual modifications of the inferred STSs are possible but should be time-consuming though, since the STSs are usually large. Inference rules added by experts are another possibility to update the STSs of \( R(S) \), e.g., with variable or label modifications.

In addition, we take advantage of this step to label the final locations of the STSs of \( R(S) \) with "Pass". We denote these locations as verdict locations and gather them into the set \( \text{Pass} \subseteq \bigcup_{1 \leq i \leq n} \text{L}_R(S_i) \). For sake of readability, we still denote the resulting model with \( R(S) \). It expresses some possible behaviours that should happen, which are encoded by the traces \( \text{Traces}_{\text{Pass}}(R(S)) \). We refer to these traces as pass traces. We call the others, possibly failure traces because \( R(S) \) is a partial model.

To reason about conformance between a specification and an implementation, it is classically assumed that the latter can be modelled with an unknown and possibly non-deterministic model. In our context, we suppose that a production system under test can be modelled by a LTS denoted \( Sut \).

An overview of the passive testing module of Autofunk is depicted in Figure 8. Testing is passively performed, i.e., a set of production events were collected before from \( Sut \), in the same way as for \( Sua \). These are grouped into traces to form the trace set \( \text{Traces}(Sut) \). Traces are then filtered as described...
in Section 5.1 to obtain a set of filtered traces denoted with $FTraces(Sut)$. The tester is finally called to check if $Sut$ is conforming to $R(S)$.

### 6.1 Implementation relations

We define conformance with two implementation relations, which take root in the preorder relations ([14]). Our industrial partner was interested in checking whether the filtered traces of $Sut$ match the behaviours encoded in $R(S)$. In this case, the test verdict must reflect a successful result. Conversely, if a filtered trace of $Sut$ cannot be found in the traces of $R(S)$, it remains difficult to conclude that $Sut$ is a faulty implementation because $R(S)$ is a partial model. It does not necessarily encode all the correct behaviours of the previous system under analysis $Sua$. This is why we consider such a trace as a possibly failure trace.

This concept of conformance is defined by a first implementation relation, denoted with $\leq_{ft}$ ($ft$ for filtered traces). It aims at checking whether the filtered traces of $Sut$ are Pass traces of $R(S)$:

**Definition 17 (Implementation relation $\leq_{ft}$)**

Let $R(S)$ be an inferred model of $Sua$ and $Sut$ be the system under test. When $Sut$ produces filtered traces also captured within $R(S)$, we write: $Sut \leq_{ft} R(S) =_{def} FTraces(Sut) \subseteq Traces_{Pass}(R(S))$.

As the model $R(S)$ can be under-approximated and may not include some correct behaviours, Michelin engineers wished the definition of a second relation “less strict on the parameters on condition that these parameters could be found inside the model”. In a sense, one can say that this second relation aims at describing an over-approximation of the under-approximation, which contradicts the objective of the model inference stage. This implementation relation must be considered as a complementary relation of $\leq_{ft}$, which is fully useful when $\leq_{ft}$ returns a possibly failure trace of $Sut$. The second relation aims to point out whether this trace might reflect a realistic scenario, composed of a correct sequence of events completed of parameters found in other traces of the model $R(S)$. This helps classify possibly failure traces in risk importance. In the Michelin context, when a trace of $Sut$ is a possibly failure trace for both relations, the likelihood of failure detection is the highest.

This relation, denoted $\leq_{mft}$ (with $mft$ for multiple filtered traces), defines that an implementation $Sut$ is correct iff its filtered traces $a_1(\alpha_1)...a_k(\alpha_k)$ can be found in several traces of $Traces_{Pass}(R(S))$ having the same sequence of labels $a_1...a_k$. The implementation relation $\leq_{mft}$, is defined by:

**Definition 18 (Implementation relation $\leq_{mft}$)** Let $R(S) = (R(S_1), \ldots, R(S_n))$ be an inferred model of $Sua$, $Sut$ be the system under test and $Y$ be the set of variables related to products.

$Sut \leq_{mft} R(S) =_{def} \forall t = (a_1(\alpha_1)...a_k(\alpha_k)) \in FTraces(Sut), \forall \alpha_j(x)(1 \leq j \leq k) \text{ with } x \notin Y, \exists t' \in Traces_{Pass}(R(S)) : t' = (a_1(\alpha'_1)...a_k(\alpha'_k), \alpha'_j(x) = \alpha_j(x))$

If we take back the example of Figure 7, the trace $t = 17011(nsys := 1, nsec := 8, point := 1, pid := 1) 17021(nsys := 1, nsec := 8, point := 4, tpoint := 9, pid := 1)$ is not a pass trace of $R(S)$ for the relation $\leq_{ft}$ because this trace cannot be extracted from the STS of Figure 7, even though it has the same sequence of labels “17011 17021” as $t$. If we focus on the guards and on the matrix $M_{[i]}$, the parameter assignments of the event 17011$(nsys := 1, nsec := 8, point := 1)$ satisfy the guard $G1$ but those in 17021$(nsys := 1, nsec := 8, point := 4, tpoint := 9)$ do not meet the guard $G2$ on account of the variables $point$ and $tpoint$, which do not take the expected values. In the second column of the matrix, the first guard $G3$ does not hold with $(nsys := 1, nsec := 8, point := 1)$. With the implementation relation $\leq_{mft}$, each parameter assignment $\alpha_j(x)$ found in the trace $t$ (except those related to products), must also be found in one of the traces of the STS of Figure 7 having the same sequence of labels as $t$. In the STS level, this involves that any parameter assignment $\alpha_j(x)$ found in the trace $t$ must meet at least one guard of the matrix line $j$ in $M_{[i]}[j,*]$. The parameter assignments of the event $17011(nsys := 1, nsec := 8, point := 1)$ satisfy the guard $G1$ of the STS Figure 7 and those in
17021(nsys := 1, nsec := 8, point := 4, tpoint := 9) satisfy the guard G4. Hence, the trace \( t \) is pass trace for the relation \( \leq_{mft} \).

By generalising this idea, we propose to rewrite the implementation relation \( \leq_{mft} \) in an equivalent but simpler form in the following. Firstly, \( \leq_{mft} \) can be written with the guards of the STSs of \( R(S) \):

**Proposition 19** \( Sut \leq_{mft} R(S) \) iff \( \forall t \in FTraces(Sut), \exists (1 \leq i \leq n), \exists b \in l0_{R(s_i)} (a_1(\alpha_1), ..., a_k(\alpha_k) \in FTraces(Sut), \exists (1 \leq i \leq n), \exists b \in l0_{R(s_i)}) \rightarrow Pass \) with \( M_{[b]} \) a matrix \( k \times c \), \( \forall \alpha_j(x)(1 \leq j \leq k) : \alpha_j(x) = Proj_{x}(M_{[b]}[j, 1] \lor ... \lor M_{[b]}[j, c]) \).

Now, one can compare both relations \( \leq_{ft} \) and \( \leq_{mft} \). With the relation \( \leq_{ft} \), the variable assignments found in a trace of \( Sut \) must meet the guards of one matrix column of \( R(S_i) \) (any column but always the same for all the assignments of the trace). With \( \leq_{mft} \), the variable assignments of the trace of \( Sut \) must meet the guards of any column. This attests that \( \leq_{mft} \) is a weaker relation than \( \leq_{ft} \) and that:

**Proposition 20** \( Sut \leq_{ft} R(S) \) \( \implies \) \( Sut \leq_{mft} R(S) \)

The sketch of proof of Proposition 20 is given in [34]. The relation \( \leq_{mft} \) can be simplified again by adapting the disjunction of guards \( M_{[b]}[j, 1] \lor ... \lor M_{[b]}[j, c] \), found in the matrix \( M_{[b]} \). The resulting formula can be reduced by gathering all the equalities \((x == val)\) together with disjunctions for each variable \( x \). We obtain one guard of the form \( \bigwedge_{x \in f} (x == val_1 \lor ... \lor x == val_k) \). If we generalise this idea on the matrices of a STS \( R(S_i) \), it becomes possible to replace a matrix composed of several columns into one vector of guards. Therefore, we propose to transform the STS \( R(S_i) \) into another STS composed of such vectors.

**Definition 21** Let \( R(S_i) = (L_R, l0_R, V_R, V0_R, I_R, \Lambda_R, \rightarrow_R) \) be a reduced STS inferred from \( Sua \). We denote \( D(S_i) \) the STS \((L_D, l0_D, V_D, V0_D, I_D, \Lambda_D, \rightarrow_D)\) derived from \( R(S_i) \) such that:

- \( L_D = L_R, l0_D = l0_R, I_D = I_R, \Lambda_D = \Lambda_R, \)
- \( V_D, V0_D \) and \( \rightarrow_D \) are given by the following inference rule:

\[\begin{align*}
  b_1 &= a_1(\alpha_1), \ldots, a_k(\alpha_k) \in FTraces(Sut), \\
  &\quad \exists (1 \leq i \leq n), \exists b \in l0_{R(s_i)} \rightarrow Pass \\
  &\quad \text{with } M_{[b]} a \text{ matrix } k \times c, \\
  &\quad \forall \alpha_j(x)(1 \leq j \leq k) : \alpha_j(x) = Proj_{x}(M_{[b]}[j, 1] \lor ... \lor M_{[b]}[j, c]) .
\end{align*}\]

When we apply this transformation on the STSs of \( R(S) = (R(S_1), \ldots, R(S_n)) \), we obtain a model denoted \( D(S) = (D(S_1), \ldots, D(S_n)) \).

The second implementation relation \( \leq_{mft} \) can now be expressed with \( D(S) \):

**Proposition 22** \( Sut \leq_{mft} R(S) \) iff \( \forall t \in FTraces(Sut), \exists (1 \leq i \leq n), \exists b \in l0_{D(s_i)} (a_1(\alpha_1), ..., a_k(\alpha_k) \in FTraces(Sut), \exists (1 \leq i \leq n), \exists b \in l0_{D(s_i)}) \rightarrow Pass \) such that \( \forall \alpha_j(1 \leq j \leq k), \alpha_j = G_j \).

\( \leq_{mft} \) now implies that a correct trace of \( Sut \) is also a pass trace of the model \( D(S) \). This notion of trace inclusion is close to the idea formulated with the first relation \( \leq_{ft} \), and finally the relation \( \leq_{mft} \) can be written with \( \leq_{ft} \) as:

**Proposition 23**

1. \( Sut \leq_{mft} R(S) \) iff \( FTraces(Sut) \subseteq \bigcup_{1 \leq i \leq n} Traces_{Pass}(D(S_i)) \).
2. \( Sut \leq_{mft} R(S) \equiv Sut \leq_{ft} D(S) \).

This proposition implies that the same passive tester algorithm can be called to check if both relations hold for a system under test.

In addition to these two relations, others could be implemented, e.g., ioco [36] or invariant satisfiability checking [10], etc. In the Michelin context, the two previous relations where considered appropriate for the testing purposes of the company.

### 6.2 Passive tester algorithm

The passive tester functioning is deducible from the above propositions. Indeed, it takes the models \( R(S) \) and \( D(S) \) and checks whether the filtered traces of \( FTraces(Sut) \) belong to \( Traces_{Pass}(R(S)) \) or \( Traces_{Pass}(D(S)) \) respectively.

The passive tester algorithm is presented in Algorithm 1. It takes the traces of \( Sut \) and the
model \( R(S) \). It starts by constructing the filtered traces \( FTraces(Sut) \) from \( Traces(Sut) \) and builds \( D(S) \). Afterwards (line 4), it covers every trace \( t \) of \( FTraces(Sut) \) and tries to find a STS \( R(\hat{S}_i) \) such that \( t \) is a pass trace in \( Traces(\pi) \) (\( R(\hat{S}_i) \)). This step is performed with the function \( \text{complies}_\text{with}(\text{trace } t, \text{STS } S) \). If this function returns True, it is not necessary to check if the traces \( t \) satisfies the second relation \( \leq_{mf} \). On the contrary, the trace \( t \) is placed into the set \( T_1 \), which gathers the possibly failure traces w.r.t. \( \leq_{mf} \). The algorithm performs the previous step once more but on \( D(S) \). As previously, if the function returns False, the trace \( t \) is placed into the set \( T_2 \). The latter gathers the possibly failure traces, w.r.t. the relation \( \leq_{mf} \). Finally, if \( T_1 \) is empty, the verdict "Pass\( \leq_{ft} \)" is returned, which means that the first implementation relation holds. Otherwise, \( T_1 \) is provided. If \( T_2 \) is empty, the verdict "Pass\( \leq_{mf} \)" is returned, or \( T_2 \) in the other case.

The function \( \text{complies}_\text{with}(\text{trace } t, \text{STS } S) \) (lines 22-32) aims at checking whether the trace \( t = a_1(\alpha_1)...a_k(\alpha_k) \) is a trace of the STS \( S \). More precisely, if a STS path \( b \) is composed of the same sequence of labels as the trace \( t \), the function tries to find a matrix column \( C = M_{[b]}[*,i] \) such that every guard \( C[j] = 1 \) holds with the variable assignment \( \alpha_j \). If such a column of guards exists, the function returns True or False otherwise.

When one of the implementation relations does not hold, this algorithm offers the advantage to provide the possibly failure traces of \( FTraces(Sut) \). Such traces can later be analysed.

### 6.3 Soundness, termination and complexity of Algorithm 1

The soundness of Algorithm 1 is captured by the following proposition, whose sketch of proof is given in [34]:

**Proposition 24**

1. \( Sut \leq_{ft} R(S) \implies \text{Algorithm 1 returns "Pass} \leq_{ft} \). "Pass} \leq_{mf} \)

2. \( Sut \leq_{mf} R(S) \implies \text{Algorithm 1 returns } "Pass} \leq_{mf} \)

Algorithm 1 terminates if \( FTraces(Sut) \) is finite (which is necessarily the case since the filtered traces are built from a finite number of production events). For every trace in \( FTraces(Sut) \), it covers the paths of the STSs of \( R(S) \) and \( D(S) \). The STSs in \( (R(S_1),...,R(S_n)) \) and in \( (D(S_1),...,D(S_n)) \) have a finite number of paths (at worst equal to the number of traces in \( FTraces(Sut) \)).

The complexity of Algorithm 1 is proportional to \( O(mk + m\log(m) + t + t^2m + tnc) \) with \( t \) the number of filtered traces of \( Sut \), \( m \) the number of production events, \( k \) the number of inference rules and \( c \) the highest number of columns in any matrix \( M_{[b]} \). As in the model inference stage, it begins constructing \( FTraces(Sut) \). This step has a complexity proportional to \( O(mk + m\log(m) + t + t^2m) \). Then, Algorithm 1 calls the procedure \( \text{complies}_\text{with} \) twice for each trace in \( FTraces(Sut) \). The complexity of the procedure \( \text{complies}_\text{with} \) is \( O(m \times c) \). Indeed, finding a path in a STS related to a trace is negligible by using a hash mechanism to identify sequences of labels, hence, we only take the matrix traversal into account here.
7 Evaluation

The tool Autofunk is currently used with factory simulations and is deployed in one factory for testing purposes. It is planned to gradually deploy it in other ones. The tool was experimented in this factory to evaluate the following criteria:

- **C1 (Accuracy/precision):** are models accurate w.r.t a real production system? Do we always obtain the same results? Does the tool return Pass verdicts when the system under test is identical to the one used to infer models?

- **C2 (Efficiency/Effectiveness):** can a production system be tested in reasonable time? Does Autofunk detect faults? Does it help reduce the testing phase complexity?

- **C3 (Scalability):** can Autofunk take as inputs large trace sets and still build models and test systems in reasonable time?

Initially, while the Autofunk implementation, we executed functional tests in a controlled environment to check how Autofunk builds models and if it can detect faults. In a sense, these functional tests partially evaluate the criteria C1 and C2. Sua is materialised by a set of twenty traces constructed manually and composed of ten production events. The functional tests aimed to check that Autofunk always provides the expected STSs. Then, other functional tests were used to check that Autofunk detects faults. To materialise Sut, we kept the same trace set on which we injected faults. We considered the removal/addition of events, of parameters and of repetitive patterns. The functional tests seeded the tester module of Autofunk with this trace set and checked that the faults were detected. This preliminary phase does not completely answer to the previous questions though. This is why Autofunk was installed inside a real production system (on a Linux machine with 12 Intel(R) Xeon(R) CPU X5660 @ 2.8GHz and 64GB RAM) to assess under what real circumstances these criteria are fulfilled. This system is a workshop (part of a whole factory), in which two main operations are performed (with machines and human operators): tire assembling (assembling the components onto a tire building drum) and curing (applying pressure to the tire in a mold). It is composed of 3 entry points starting 3 main assembly lines split into a large set of sub-lines to reach devices and operators. The tires can be placed in storage areas in which they may stay several days up to some weeks, or go out of the workshop through 3 exit points. For confidentiality reasons, we cannot provide more details about the system neither a plan of its layout.

7.1 Empirical setup and results

We collected production events from this system by considering several (collection) delays to build models: 1, 8, 11, 20 and 23 days.

Table 1 summarises the observed results. The third column gives the number of production events recorded on the system. The next column shows the trace number obtained after the parsing step. N and M represent the number of entry and exit points. The column Trace Subsets shows how FTraces(Sua) is segmented per the entry point into subsets and the number of traces included in each subset. For instance, in the second experiment, three entry points are detected, hence, FTraces(Sua) is partitioned into three subsets, which give birth to the same number of STSs. The trace numbers, given in this column, also correspond to the numbers of paths generated in the first STSs. The eighth column, # R(Si), represents the number of paths found in each reduced STSs R(S1), ..., R(Sn), with n the number of entry points. Finally, execution times are rounded and expressed in minutes in the last column.

Based on the recommendations given by the Michelin engineers, we chose to keep as reference model Sua the one obtained in Experiment C. It expresses the system functioning, manufacturing the same product (same tire reference) and it includes the correct number of entry and exit points of the real system. This model was then used to passively test a modified version of the production system in order to detect regressions.

We collected three trace sets for testing at different periods of time to mostly cover all the cases that may be encountered: no modification of the production system, slight modifications (changes of some parameters, slight modifications of the devices, which is a typical case at Michelin), strong modifications of the original system or test of a different system. These experiments are presented in Table 2. The second column shows different kinds of system under test: Sut1 that was the same as Sua, Sut2 that was slightly updated from Sua with new application versions, and Sut3 that was a system much older than Sua and hence very different (older application versions, perhaps other devices, etc.). Column 3 gives the sizes of the trace sets used to infer models, column 4 the sizes of the trace sets collected from the systems under test. The two next columns show the percentage of pass traces w.r.t. the relations ≤ft and ≤mft. The last column indicates the execution time for the testing phase.
Table 1: Results of 6 experiments on model inference

<table>
<thead>
<tr>
<th>Exp.</th>
<th># Days</th>
<th># Events</th>
<th>Card(Traces(Sua))</th>
<th>N</th>
<th>M</th>
<th># FTraces Subsets</th>
<th># R(S)</th>
<th>Time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>1</td>
<td>660,431</td>
<td>16,602</td>
<td>2</td>
<td>3</td>
<td>4,822</td>
<td>332</td>
<td>1</td>
</tr>
<tr>
<td>A2</td>
<td>1</td>
<td>660,431</td>
<td>16,602</td>
<td>2</td>
<td>3</td>
<td>1,310</td>
<td>193</td>
<td>1</td>
</tr>
<tr>
<td>B1</td>
<td>8</td>
<td>3,952,906</td>
<td>66,880</td>
<td>3</td>
<td>3</td>
<td>28,555</td>
<td>914</td>
<td>9</td>
</tr>
<tr>
<td>B2</td>
<td>8</td>
<td>3,952,906</td>
<td>66,880</td>
<td>3</td>
<td>3</td>
<td>18,900</td>
<td>788</td>
<td>9</td>
</tr>
<tr>
<td>B3</td>
<td>8</td>
<td>3,952,906</td>
<td>66,880</td>
<td>3</td>
<td>3</td>
<td>6,681</td>
<td>51</td>
<td>9</td>
</tr>
<tr>
<td>C1</td>
<td>11</td>
<td>3,615,215</td>
<td>61,125</td>
<td>3</td>
<td>3</td>
<td>28,302</td>
<td>889</td>
<td>9</td>
</tr>
<tr>
<td>C2</td>
<td>11</td>
<td>3,615,215</td>
<td>61,125</td>
<td>3</td>
<td>3</td>
<td>14,605</td>
<td>681</td>
<td>9</td>
</tr>
<tr>
<td>C3</td>
<td>11</td>
<td>3,615,215</td>
<td>61,125</td>
<td>3</td>
<td>3</td>
<td>7,824</td>
<td>80</td>
<td>9</td>
</tr>
<tr>
<td>D1</td>
<td>11</td>
<td>3,851,264</td>
<td>73,364</td>
<td>2</td>
<td>3</td>
<td>35,541</td>
<td>924</td>
<td>9</td>
</tr>
<tr>
<td>D2</td>
<td>11</td>
<td>3,851,264</td>
<td>73,364</td>
<td>2</td>
<td>3</td>
<td>17,402</td>
<td>837</td>
<td>9</td>
</tr>
<tr>
<td>E1</td>
<td>20</td>
<td>7,635,494</td>
<td>134,908</td>
<td>2</td>
<td>3</td>
<td>61,795</td>
<td>1,441</td>
<td>16</td>
</tr>
<tr>
<td>E2</td>
<td>20</td>
<td>7,635,494</td>
<td>134,908</td>
<td>2</td>
<td>3</td>
<td>35,799</td>
<td>1,401</td>
<td>16</td>
</tr>
<tr>
<td>F1</td>
<td>23</td>
<td>9,231,160</td>
<td>161,035</td>
<td>2</td>
<td>3</td>
<td>77,038</td>
<td>1,587</td>
<td>24</td>
</tr>
<tr>
<td>F2</td>
<td>23</td>
<td>9,231,160</td>
<td>161,035</td>
<td>2</td>
<td>3</td>
<td>43,536</td>
<td>1,585</td>
<td>24</td>
</tr>
</tbody>
</table>

Table 2: Results of 3 experiments on passive testing

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Sut</th>
<th>Card(Traces(Sua))</th>
<th>Card(FTraces(Sut))</th>
<th>Pass ≤ ft</th>
<th>Pass ≤m ft</th>
<th>Time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sua</td>
<td>61,125</td>
<td>61,125</td>
<td>100%</td>
<td>100%</td>
<td>17</td>
</tr>
<tr>
<td>2</td>
<td>Sua</td>
<td>61,125</td>
<td>25,047</td>
<td>98%</td>
<td>98%</td>
<td>19</td>
</tr>
<tr>
<td>3</td>
<td>Sua</td>
<td>61,125</td>
<td>2,075</td>
<td>3%</td>
<td>30%</td>
<td>28</td>
</tr>
</tbody>
</table>

7.2 Evaluation

7.2.1 C1 (Accuracy/precision)

To answer the questions concerning these criteria, we firstly focused on model generation. We extracted the values of columns 4 and 7 in Table 1 to depict the stacked bar chart illustrated in Figure 9. This chart shows, for each experiment, the proportion of filtered traces kept to build models, over the initial number of traces in Traces(Sua). The first limitation of Autofunk takes effect in Experiment A. Indeed, only 37% of the initial traces are kept to build models. There are two reasons for this. In one day, too few traces are gathered for using K-means with success. In this trace set, there is not a clear separation between the entry/exit points and the others. Therefore, K-means may return wrong point clusters. In this situation, entry and exit points have to be manually given by an engineer. This is what happened in Experiment A. The second reason concerns the collection delay itself. During a day, most of the recorded traces do not start or end at real entry or exit points of the production system, but rather start or end somewhere within assembly lines. Indeed, the workshop contains storage areas where products can stay for a while, depending on the production campaigns or needs for instance. That is why, on a single day, so many incomplete traces are filtered. With more production events, such a phenomenon is limited because these storage delays are absorbed in the period of time considered to collect production events. With the other experiments, the ratios of traces removed from the initial set Traces(Sua) vary between 20 % to 30 %. After some inspections, we observed that, among these traces, around 15 % to 25% appear to be traces composed of repetitive patterns of events. The other traces capture abnormal behaviours of the production system, e.g., unexpected removal of products, device interruptions, etc. and are deleted according to the clusters of entry / exit points given by K-means. We observed that these ratios are acceptable, and few traces expressing normal behaviours of the production system are deleted. But the trace filtering could still be refined with more inference rules or with another cluster analysis technique. For instance, Table 1 revealed strange behaviours not taken into consideration by Autofunk. In experiments B and C, three entry points are detected whereas two are found in the others. Actually, the real production system has three entry points whose two are mainly used. The third one is employed to equilibrate the production load between this system and a second one located close to it in the same factory. Depending on the period, this entry point may be more or less solicited, hence the difference between experiments B, C and experiment D.

The inferred models from FTraces(Sua) are accurate in the sense that the normalised traces of the models are equal to the normalised traces of Traces(Sua) (Proposition 16). Regarding the test-
ing phase, we measured accuracy with the first experiment of Table 2. The system under test is here exactly identical to the original production system $S_{ua}$. This experiment shows that the passive tester yields the expected test verdicts, hence no fault were detected (no regression). Indeed, both relations $\leq f_t$ and $\leq m_{ft}$ are satisfied. Finally, for a given trace set, if the traces are analysed in a different order, we still obtain the same results, because traces and STS paths are analysed/compared separately by the algorithms of Autofunk. K-means also computes the same clusters from the same trace set.

We can conclude that the accuracy and precision of Autofunk depends on the amount of traces collected to build models and on the delay considered to get these traces. The larger the trace set is and the longer the production events are collected, the more accurate the models are without any loss of precision. Otherwise, the main danger is that K-means might return wrong sets of entry/exit points, which have to be manually given. The best delay for collecting production events depends on the system behaviour. With the production system taken for experimentation, this delay has been set against the storage area functioning. We observed that if events are collected during 7 days or more, we obtain accurate and precise results.

### 7.2.2 C2 (Efficiency / Effectiveness)

One of the purposes of Autofunk is to automate the testing stage and to quickly return the possibly failure traces when non conformance is detected so that they can be later analysed by engineers to diagnose the cause of the non conformance detection (failure, correct behaviour not found in the model, new behaviour obtained after system updates).

Tables 1 and 2 show that Autofunk builds models and gives test verdicts in reasonable time. With production event sets collected during one day up to one week (experiments $A$, $B$, $C$, and $D$), models are inferred in less than 10 minutes. Experiment $C$ in Table 1 corresponds to a typical use of Autofunk for Michelin. Models are generated after 9 minutes from production events collected during 11 days (more than three millions of events).

In Table 1, the difference of STS path numbers between the columns 7 and 8 clearly shows that our STS reduction approach is efficient. For instance, with experiment $C$, we reduce the STSs by 96.7%. In other words, 96% of the original behaviours are packed into matrices. These results mainly stem from our choice to design a context-specific state merging process. It is manifest that these ratios should vary with other kinds of systems. Experiment 2 in Table 2 also corresponds to a typical use of Autofunk for testing. The model were inferred from traces collected during 11 days. Traces of the system under test $S_{ut}2$ were collected during 5 days. It took only 10 minutes to check whether $S_{ut}$ is conforming to the STSs inferred from $S_{ua}$ with respect to $\leq f_t$ and $\leq m_{ft}$.

Experiment 2 in Table 2 shows that Autofunk is effective to detect faults: $S_{ut}2$ was slightly updated from $S_{ua}$ and the tool detected that 98% of the traces are pass traces, the remaining 2% are new behaviours that never occurred before. Here, engineers have to manually analyse the possibly failure traces to check if these are the consequence of system failures or of new features of $S_{ut}2$ not present in $S_{ua}$. 2% means 500 traces, which remains a significant trace amount to inspect. Nonetheless in our manufacturing context, this is still valuable. Before Autofunk, engineers had to manually test the whole system by hand: around several hundreds of scenarios were executed and the resulting traces also had to be manually inspected. Autofunk can test a production system by automatically inspecting thousands of its traces in some minutes. It analyses more the system under test than manual testing, it remains for engineers to manually check a small subset of traces (only those capturing behaviours not found in the model). Such information is essential for Michelin engineers so that they can quickly focus on the potential defects of the system under test. In this example, we observed that almost half of the possibly failure traces were caused by unexpected manual interventions done by operators (tires were taken from one position and placed elsewhere). Around a hundred of traces captured new behaviours of $S_{ut}2$ not possible in $S_{ua}$. None of them revealed real failures in this case.

The third experiment illustrates an abnormal use of our framework. The defacto usage of our framework is to build models from a production system $S_{ua}$, which should be older than an new or updated
system $Sut$. Here, the traces of $Sut3$ were collected long before collecting those of $Sua$ used for inferring models. $Sut3$ were indeed a four month older system whose CIM2 applications were different than those of $Sua$. In this situation, $Sua$ and $Sut3$ can be seen as quite distinctive production systems. Autofunk still detects non-conformance and provides possibly failure traces quickly. Unsurprisingly, both implementation relations are unsatisfied. Only 3% of the traces of $Sut3$ are pass traces w.r.t. $\leq ft$. This means that only 60 traces of $Sut3$ exactly match the behaviours captured by the inferred models. With the second implementation relation $\leq mft$, the pass trace ratio is increased to 30%. The second relation shows that roughly a third of the traces of $Sut3$ have the same sequences of events as the traces found in the STSs, but the parameter values (which can be found in other traces) are different. Hence, the second relation shows that 27% of the pass traces appear to be realistic scenarios. This helps focus on the traces having unknown sequences of actions or actions associated with unknown parameters, for which the likelihood of failure detection is the highest. Indeed, Michelin engineers confirmed that these traces often capture system defects.

These experiments revealed that Autofunk is efficient since models and possibly failure traces are provided in reasonable time. It can detect non-conformance when the system under test includes behaviours not present in the model and help focus on the unknown behaviours detected from $Sut$. However, when $Sua$ and $Sut$ have many differences, it detects non-conformance but returns so much possibly failure traces that it may become difficult to inspect all of them.

C3 (scalability)

The motivations behind this work and collaboration are to generate models for testing from large sets of production events and to do this as quick as possible so that models may be also used for other purposes, e.g., to diagnose unexpected stops or failures in the production system. The results given in Tables 1 and 2 reveal that our framework can take up to millions of production events and still build models quickly (less than half an hour). Experiment $F$ handled almost 10 millions of events in less than half an hour to build two STSs including around 1,600 paths. As mentioned in Section ??, the parsing step is not parallelised yet, and it took up to 20 minutes to open and parse around 1,000 files (number of Michelin log files for this experiment). This is a technical issue that needs to be addressed in the future.

The columns 3 and 8 of Table 1 are confronted in the graph of Figure 10 to summarise the performances of our framework, and how fast it infers models (experiments B, C and D run in about 9 minutes). Likewise, the columns 4 and 7 of Table 2 give the graph of Figure 11. The linear regressions depicted in these figures reveal that the overall framework scales well despite the current production event parsing implementation, by means of the parallelisation of the Autofunk algorithms (STS generation and reduction, trace comparison of the tester).

The memory consumption peak occurs in Autofunk in the beginning of the model inference stage. Every production event is currently loaded in memory and may lead to a memory saturation problem. We compared execution time and memory consumption in Figure 12. Memory consumption tends to follow a logarithmic trend line because we partially fixed the memory consumption problem by optimising the object representation, but it is not future-proof. This is an implementation limitation, which needs to be addressed in a next version. At the moment, it has been considered acceptable by Michelin.
8 Conclusion

This paper has proposed a novel approach to build models of a first production system in order to check whether a second system is conforming to the models. This approach is the result of a collaboration with the manufacturer Michelin to test the CIM2 level of production systems (i.e., the applications controlling devices), without having up-to-date models. As a result, we have presented Autofunk, a fast and scalable framework combining model inference, expert systems and passive testing. From a set of production events, Autofunk generates formal models, which are then reused to test another production system. Conformance is defined with two implementation relations, which take into account that the models may not express all the possible correct behaviours. Initial results on the passive testing method are encouraging, and Michelin engineers see a real potential in this framework.

This framework has several limitations, which deserve further investigations in the future. Our approach can be applied to several kinds of production systems but requires a manual study to fill the prerequisites given in Section 2 and to establish: how to parse production events and the inference rules required to filter the traces. Additionally, if the set of production events is too small, the detection of the entry and exit points cannot be done with K-means. In this situation, these have to be given by an expert of the system. We believe that the use of further data mining approaches on the production events could help in the deduction of some of these requirements.

Our context-specific STS reduction does not appear to be generalisable while keeping the same performance. Another more general solution, which limits over-approximation, is to guide the model inference with the computation of quality metrics [35, 27].

At the moment, these approaches are time-consuming though and can only be applied to small systems because the models are incrementally re-generated from scratch to improve the metrics. In Autofunk, another future direction would be to build sub-models of a production system. By now, we consider a whole workshop as a production system to infer models. Focusing on specific locations of a workshop would allow to build smaller models with a generalisable model inference approach.

Our preliminary results show that, in normal usage, it still remains a big set of possibly failure traces to analyse (we mentioned 2% with our experiments). Even though the possibly failure trace set remains large, Autofunk eases the work of Michelin engineers by highlighting the traces to focus on. We observed that the larger the initial set of traces is, the less under-approximated the inferred model is, and the less possibly failure traces we have after testing. Yet, the design of an automatic diagnosis method of failure traces could be beneficial.
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