Monetary Policy and the Chaotic Structure of Net Cash Flow from Investment-Operating and Liquidity
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Abstract: - Monetary policy seeks to promote economic expansions or contractions by managing interest rates or money supply. The impact of these mechanisms on businesses depends on their ability to make predictions about the development of the market and the performance and profitability of their projects. Also, interest rates impact their ability to raise funds for operations, forcing them to make changes in liabilities, operations, investments and liquidity. However, many factors affect the investments, operations and liquidity of companies and it may be that economic expansion does not result in a gradual increase in the operation or investment of companies. The unpredictable evolution of the economy leads companies to adopt conservative strategies to avoid short-term indebtedness. Monetary policy should take into account the chaotic relationship existing between the assets of companies, investments, operations and liquidity; decreasing interest rates or increasing the money supply act upon a complex structure of financial relationships in companies, resulting in high unpredictability.  
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1 Introduction  

Chaos theory permeates the relationship between monetary policy and corporate finances; some well-established laws result in non-linear relationships, and a series of interconnected laws and concepts results in a chaotic formulation. Many empirical data reveal neither a simple nor a complicated linear explanation [1, p. 19, 2, 3, 4], and their analysis does not easily fit a non-linear model. So, the challenge remains to determine not only the models that fit empirical data, but also new procedures and logic that allow for data interpretations based on chaos theory.  

Some phenomena are governed by stable laws, while others apparently are not, and the question that arises is whether the latter concern is governed by undiscovered laws, is purely random, or is a combination of random and deterministic factors. Chaos theory has contributed an understanding of phenomena that apparently are irregular with the intrinsic possibility of making predictions. Instead,
many phenomena involve periodic or fluctuating behavior.

Sometimes, a phenomenon might be represented by simple dynamic models, taking the value of a variable as a function of time and the previous values of that variable. Such systems are deterministic in the sense that their equations can be solved and knowing the state at any point in time provides information regarding all future and previous states. In this sense, the behavior is entirely determined for all time [5]. In other instances, if the patterns of the phenomenon are not understandable and the activities appear irregular, the behavior could be difficult to model. Much effort has been invested in understanding the underlying processes that produce such patterns.

The previous discussion distinguishes two approaches. The first one assumes that where behavior is complicated, there are several factors influencing it; this leads to the creation of highly complex forecasting models. The second assumes that there is an underlying trend, but that observed variability is due to the presence of random shocks that make the pattern of behavior unclear. Then, the investigation has to make an immense effort to identify trends [5].

Simple causes may produce complex behavior and, in turn, a complex phenomenon does not involve complex causes.

Chaos systems comprise a conceptualization in a metaphorical language and a formulation (whenever possible) in a neo-reductionistic language, according to Richardson’s terminology [2]. Metaphorical language includes definitions of the characteristics of chaos behavior, for instance, cumulative, scale and incremental changes and punctuated equilibrium with alternation between inertia and change [6]. This language also has been applied to the study of poverty [7]. Neo-reductionistic chaos comprises mathematical models, for instance, those explaining all the aforementioned chaos conditions by mathematical equations, such as Lyapunov exponents, chaotic orbits, basins of attraction and so on (see Alligood, Sauer, & Yorke [8]). Chaos is connected to the theory of catastrophes [9] and involves lack of predictability [10]; the evolution of the system is unpredictable even when it is mathematically formalized [11].

The use of these explanations has been demonstrated to be useful in economics [12, 13, 14] and in finance and accountancy [15]. In corporate finances, for instance, in the analysis of financial statements, it has been shown that changes in some items admit a chaotic conceptualization and that relationships among financial health indicators suggest a model of chaos [11, 15, 16, 17, p. 25]. Chaos also was analyzed in financial markets [18, 19], commodity indices [20], financial risk [21], and economic systems [22], among others.

In monetary models, the perfect foresight assumption implies that the agents in the model never make a forecasting mistake even though entrepreneurs might conclude that economic behavior follows a random process. This requires belief logic (see Smullyan [23]); they are always accurate and believe something which is true, just because they believe in it. This logic has been applied to financial statements analysis [17, p. 25].

However, when monetary stabilization policy is justified, simple policy rules might occur within a nonlinear framework which can reach the desired economic stabilization target, in contrast to some linear stochastic models in which the effectiveness of the policy is in question. The mathematics that produces the cyclical and chaotic dynamics is based on variations in parameters which lead to changes in the dynamic properties of the model [24]. When some of the parameters of the model can be set by policy authorities, the authorities have a great deal of control over the dynamic outcome.

In the analytical approach of providing a mathematical model, consider a discrete time dynamic model given by

$$\Delta M_t = G_\infty (\pi_t^e) \quad (1)$$

Where $\Delta M$, is the monetary policy given through the expansion or contraction of the monetary supply, $G_\infty$ comprises a parameter family that allows us to map a differentiable expression. These parameters relate expected inflation to money supply, allowing them to interact over time. They should be within the 0-1 rank, otherwise hyperinflation would happen; $\pi^e$ is the expected inflation, which is given by

$$\pi_t^e = \frac{p_t - p_{t-1}}{p_{t-1}} \quad (2)$$
The current state, vector $\Delta M$, is given by the function

$$
\Delta M = G_{\alpha}(\pi_t^e)
$$

Where $t$ represents the iterations of $G_{\alpha}(0)$; $z_0$ is the initial state vector. The map $G_{\alpha}(\cdot)$ displays continuous dependence on the parameter $\alpha$. If the system is slightly perturbed from the steady state, the system described by equation (1) may evolve toward another steady state and the model is stable; otherwise the model is unstable.

The relationship between monetary policy and expected inflation rate ($\pi^e$) is defined, in the traditional quantitative theory of money, in terms of growth rates. If the well-known quantity equation of money ($MV=PY$) is rewritten in logs and then total differentiated, this equation is expressed as

$$
m + v = \pi_t^e + y
$$

Where lowercase letters denote growth rates, being the letters in equation (4) defined as the growth of the money supply ($m$), the percentage velocity of money changes ($v$), the expected inflation rate ($\pi^e$) and the real gross domestic economic growth ($y$). In general, the $v$ value is assumed to be zero.

Monetary policy expands or contracts the economy by the mechanism of increasing or decreasing the money supply, what might result in increased inflation and/or real gross domestic product (GDP). The latter, real GDP, is associated with increased production by companies. Moreover, and based on the approximation by the Fisher equation

$$
i_n = i_r + \pi^e
$$

Where $i_n$ = nominal interest rate, and $i_r$ = real interest rate, when inflation rate is high, the nominal interest rate also is high, leading to lower production by companies, by reducing investment due to high nominal interest rates. In the short-term, companies have to anticipate the inflation rate at time $t$ and determine the amount of money available to lend in order to formulate their investment model. An increase in production depends on investment and operation while, at the same time, maintaining liquidity.

Indeed the firm investment decisions depend on the interest real rate ($i_r$). However it is difficult for companies to determine which portion of the increase in the nominal interest rates ($i_n$) actually is translated into the real interest rates ($ir$) and which is a result of anticipated inflation. The relationship between monetary policy and the identification of the expected inflation rate, and its effects on firm performance, could not be estimated from a linear point of view. In fact, changes in the inflation rates lead companies to anticipate changes in production costs, market behaviour, and the corresponding adjustments to its financial assets.

The monetary policy also is conducted through the central bank interest intervention. This mechanism works by increasing or decreasing the central bank interest rate, with an effect in the money supply. Interest rate intervention variations depend on the central bank expectancies of the inflation rate. It is well-known that these institutions have a given inflation rate as a target. In this sense, a dynamic relationship must be a given according to the initial economic conditions.

The dynamic process of the monetary policy in the economy is given, firstly, through changes in the short, and later, in the long-term interest structure. The reaction to the short-term interest rate is immediate and the structure of the long-term interest rates evolves according to the economic process over time. In fact, an expansive monetary policy, by the reduction of the nominal interest rate, affects the short interest rate and the lending of financial resources to firms. In this sense, firms’ working capital costs go down and firms also increase their activity levels in order to increase their profits. In contrast, a tight monetary policy acts to reduce economy activity and, as a consequence, profits.

All organizations are also dynamic systems governed by nonlinear relationships. The organization is affected by the whole economy, which in turn, is interdependent with a larger environment. Multiple organizational actors, with various agendas, are reciprocally affected among themselves, and organizations coordinate their own actions and exchange information in a dynamical manner. Financial managers make risk decisions regarding the stability of their financial conditions and profits.

Therefore, some nonlinear results and loops may exist, rather than a linear process. The organizational behavior depends on a large number of agents with different perceptions about the economy and the degree of risk that affects their own financial decisions.
The previous phenomenon affects corporate financial conditions. Lower interest rates, resulting from an expansion of the money supply, drive enterprises to make financial decisions to enlarge their debt structure and to increase their ability to raise funds for operations in the long run. This is associated with the capacity of organizations to borrow money and invest it in their firms; at the same time, the amount of investment is associated with the size of the organization, as investment typically is a percentage of capital.

Accordingly, expansion of the economy could lead to increased business investment, business operations and liquidity.

Liquidity can be conceptualized as working capital. It is defined as a buffer, i.e., the strength of the company to cope with short-term obligations. The computerized form of working capital is

\[
\text{Working capital} = \text{Current asset} - \text{Current liability}
\]  

(6)

However, working capital is better conceptualized as a management tool than an equation, and many unsolved conceptual gaps remain regarding computerized working capital.

2 Problem Formulation

According to the discussion above, the associations between monetary policy and investment, operation and working capital could be nonlinear. The intention to produce linear effects on the whole economy by manipulating monetary supply or interest rate could have unpredictable results.

Usually, the assumed rational is that expansive monetary policy acts on a defined and monotonic increase in company capital and that favouring the affluence of money to companies (under the proper conditions) would lead to more net cash flow from operating and investment activities or liquidity to the size of total assets, or a relationship of net cash flow from operating activities and liquidity to investment. It means that monetary policy increases investment or net cash flow from operating activities or liquidity in a linear manner, according to the size of the company, or that investment increases net cash flow from operating activities or liquidity also in a linear manner.

However if these financial items do not have a linear relationship among them, monetary policy cannot have a linear effect with gradual increments according to company size, and its impact is nonlinear, chaotic or unpredictably.

To test this and provide an explanation, a conceptual-analytical research with a logical argumentation was conducted, based on data from the financial statements of 2321 firms and several macro-economic indicators of Colombian economy. Data are just introduced to support the logical discussion.

3 Problem Solution

Figures 1, 2, 3 and 4 show the relationships in a sample of the Colombian economy, one of the emerging markets, for the year 2010. Scatter plots are in log10.

They demonstrate that a non-linear relationship exists in every combination of values and that variations in total assets (Figures 1, 2, 3), or the other variables (Figure 4) result in high value variations in the others, moving values from the low middle to the high middle of the graph. In the figures, despite some apparently observed linear trends, oscillations between positive and negative values do not make linear prediction easy.
Figure 1. Scatter plot of net cash flow from investment activities by total assets.

Figure 2. Scatter plot of net cash flow from operating activities by total assets.
To provide a more in-depth interpretation of the findings above, we will use one approach based on the analysis of the relationship between past and current data in a series, trying to identify the underlying system.

3.1 Recurrence and Phase Space in Corporate Finance Indicators

One approach to modelling the relationship between financial indicators is by recurrence analysis, a nonlinear technique that detects deterministic dependencies [18]. This consists of a simple dynamic model that takes the current value of a variable as a function of previous values of that variable across time. However, when the data of a sample of companies belongs to a point in time, as in the reporting of a financial statement at the end of year, time can be replaced by an ordering variable or values [17, p. 13]. The random sample must have the properties of the population from which it is...
extracted, so ordering the sample by a variable reflects the ordering properties in the population, according to that variable.

Sometimes, the population does not have a fixed interval between all adjacent pairs of values and it might be said that it does not strictly fit a time series model. However, there is no doubt that it is a representative picture of the phenomena in the real population, where many factors may influence this distribution of values.

According to this, the result of the recurrence analysis is a function of time in the following form

\[ Y_t = F(Y_{t-d}) \]  \hspace{1cm} (6)

were \( t-n \) is a delay. Associated phase space plot, consists of the function

\[ X_t = F(X_{t+delay}) \]  \hspace{1cm} (7)

The concept of delay (\( \tau \)) implies that a single variable poses information about the other variables with which it interacts [30], and every delay results in a coordinate in an \( m \)-dimensional space where the original series is imbedded. Phase space is a representation of the attractor in the series. It represents all possible states of a system or allowed combinations of values of the system parameters, analogous to the evolution of the system over time [31].

Every delay \( d \) and number of dimensions \( m \) originate a vector

\[ v(i) = \{x_0, x_{r-d}, x_{r-2d}, \ldots, x_{r-(m-1)d}\} \]  \hspace{1cm} (8)

It creates a family of vectors

\[ V = \{v(1), v(2), v(3), \ldots, v(N-(m-1)d)\} \]  \hspace{1cm} (9)

Recurrence analysis uses a matrix \( M \), were every point is 1 if the distance between them is less than a given threshold distance, and otherwise it is 0. The matrix point is,

\[ M = \{ \mathbf{X} \cdot \mathbf{v}_y \mid m_{ij} = 0 \text{ if } |v_i - v_j| > \varepsilon; m_{ij} = 1 \text{ if } |v_i - v_j| \leq \varepsilon \} \]  \hspace{1cm} (10)

were \( \varepsilon \) is the threshold distance, and \( m_{ij} \) is each element of the matrix \( M \).

Phase spaces were obtained for the variables. A phase space \( \mathbb{R}^m \) is a plot of all possible states of a system in a \( m \)-dimensional space; each point \( y(t) \) is plotted against every other point in the same data series but with a delay \( y(t-d) \) or an advancement \( y(t+d) \). An \( m \)-dimensional space can be defined in the form

\[ \{S(t), S(t-d), S(t-2d), \ldots, S(t-(m-1)d)\} \]  \hspace{1cm} (11)

and every point \( y(t) \) is plotted in coordinates

\[ \{S(t), S(t-xd)\}, \hspace{0.5cm} 1 \leq x \leq m-1 \]  \hspace{1cm} (12)

Let us sort the sample of companies by the \( \log_{10} \) of total assets and compute their phase space plot. Recurrence analysis, given the fact that total assets is the ordering variable, adopts the following form

\[ Y_{TAi} = F(Y_{TAi,d}) \]  \hspace{1cm} (13)

where \( TA \) is total assets, \( t \) is the ascending rank of the values of total assets and \( Y \) is the variable to plot. Dependence of \( Y \) on its previous values can extend to only one or to several of them.

Figure 5 shows the phase space plot of \( \log_{10} \) of net cash flow from investment activities by ordering values of \( \log_{10} \) of total assets, with a lag of \( r=3 \), and 2 embedding dimension. Data have a distinctive pattern in the phase space reconstruction. This series shows that certain dependence exists between the size of the company and the amount of the investment, and that this dependence is nonlinear. Using a method of minimum, a rescaling of absolute and a criteria of 5 points in recurrence diagonal lines, coefficients of recurrence quantitative analysis provide information about the data series. It has a determinism (predictability in the system) of 34.26\%, a recurrence of 51.99\%, and a laminarity of 39.36\% (this coefficient gives an idea of the number of recurrence points). Besides, it has an entropy (or equiprobability of events) of 2.69 and a trapping time (mean time in a specific state) of 8.35.

One expectation about the series would be that larger companies would devote a more substantial amount to investments in properties, plant and equipment, or even intangibles, than smaller ones. This could result in increased sustainability. However, investment is grouped around some dependence relationships with many white areas without investment. Large companies tend to replicate the models of investment of others with significantly fewer assets. This means that future data replicate previous data and nothing is new regarding investment in relation to the size of the companies. In regard to monetary policy or inflation, promoting an expansive policy by reducing interest rates or increasing monetary supply could not result in a sustained increase in
company investment. Many companies would return to previous states of low investment.

Figure 5. Phase space reconstruction of log$_{10}$ of net cash flow from investment activities ordered by log$_{10}$ of total assets.

This model has been observed several times in other financial item analyses (see Juárez [11, 15, 16, 17]) and seems to be a norm, in this case, of the Colombian economy, as an example of a type of emerging markets. Otherwise, an increase in total assets could be related to an increase in working capital and net cash flow from operating activities. Certainly, total assets comprise more than those related to liquidity or operation, but exploring these relationships is worthwhile. Figures 6 and 7 show the plots of net cash flow from operating activities (lag $\tau=2$ and embedding dimensions=2) and working capital (lag $\tau=2$ and embedding dimensions=5) ordered by the log of total assets.

The phase space reconstruction is similar to the previous one. Attractor is prominent, and both of them take a pattern of data grouped in a few dependence values without any direction as long as companies increase in total assets. Working capital and net cash flow from operating activities seems to be returning to its past values, according to increases in the amounts of capital or properties that the company possesses.

Quantitative analysis, using a method of minimum, a rescaling of absolute and a criteria of 5 points in recurrence diagonal lines, shows that net cash flow from operating activities has a determinism of 64.78%, a recurrence of 65.52%, a laminarity of 59.31%, an entropy of $= 3.30$ and a trapping time of $= 9.67$. Working capital, using the same method, rescaling and number of points, has a determinism of 98.33%, a recurrence of 97.29%, a laminarity of 97.86%, an entropy of $= 7.69$ and a trapping time of $= 105.93$.

These patterns are similar to those of net cash flow from investment activities, so the same considerations apply. They show a structured phase space.
In companies, investment is related to the nominal interest rate of lending money and the money supply. Interest rates affect working capital and the ability to raise funds for operations in the long run, forcing changes in liabilities and dividends policy. The effect of these mechanisms on business depends on their ability to make predictions about the development of the market and the performance and profitability of their investment projects. This results in a feeling of high uncertainty in the financial performance of companies and return on investment.

In addition, the relationships among net cash flow from operating activities, net cash flow from investment activities and working capital, must be reflected in the phase space analysis of two of them.
by ordered values of the other one. Let us take net cash of investment activities as the leading variable and plot net cash flow from operating activities and working capital. This is shown in Figure 8 for net cash flow from operating activities (lag $\tau=3$; embedding dimensions=8) and Figure 9 for working capital (lag $\tau=1$; embedding dimensions=8).

These figures show the same structure as previous ones, and data are grouped around some extreme dependence relationships in the phase space, in the past and future performance of the data series. According to this, the performance of the companies in operating activities or liquidity is distributed in some groups of delays and values, not following the increase in the results of investment activities in a linear manner.

Quantitative analysis, using a method of minimum, a rescaling of absolute and a criteria of 5 points in recurrence diagonal lines, shows that net cash flow from operating activities has a determinism of 95.83%, a recurrence of 96.61%, a laminarity of 97.74%, an entropy of 7.96 and a trapping time of 55.98. Working capital, with the same method, rescaling and number of points, has a determinism of 99.97%, a recurrence of 99.16%, a laminarity of 99.50%, an entropy of 8.78 and a trapping time of 303.85.

Figure 8. Phase space reconstruction of the $\log_{10}$ of net cash flow from operating activities ordered by $\log_{10}$ of net cash flow from investment activities.
3.2 Monetary Policy and the Structure of Relationships in Financial Statements

Inflation creates panic because of the likelihood of uncontrolled prices, leading to rising production costs and values of assets, based on estimates. Adjustment by inflation requires the re-valuation of items in financial statements. However, the influence of the money supply and inflation on the financial performance of companies cannot be estimated from a linear viewpoint. The impact of the money supply or reductions in interest rates as means to determine the level of production or the economic expansion is on a fixed and reproductive structure of recurrence dependencies. This structure is not permeated by these economic policy actions, in a linear manner.

However, economic results are given in a linear appearance. For example, in Colombian economy, an example of emerging markets, regarding interest rates, it was 2.3% in 2010. In this year, inflation was around 2.4%; the increase in GDP was in the range 4.2% - 4.5% [32, p.1].

All of these data indicate a global impact on the economy and a gradual increase or decrease (with slight oscillations) in economic activity and, consequently, in business activity. However, despite an expansive monetary policy in 2010, with an interest rate of 2.3% and inflation of 2.4%, resulting in an increase of GDP, the phase space plots do not fit any gradual growth in companies, with large figures in large companies. On the contrary, successful companies fell to levels of investment comparable to those in which they engaged when they were much less significant.

It is assumed that inflation is combined with the levels of money supply to interact with the business financial position, creating a tendency toward investment. Nevertheless, when a complex structure of investment exists, it can lead to wrong investments, which compromise the future of the company and the results are unpredictable.

Financial position determined by debt level (Total assets/Total liabilities); concentration of indebtedness in the short-term (Current liabilities/Total liabilities) and long-term (Non-current liabilities/Total liabilities), solvency index (Total current assets / Total current liabilities) and working capital show that, despite the fact that 81% of all of the companies had positive working capital during the year 2010, only 15% had a favorable indebtedness position, 0% had a favorable concentration of indebtedness in the short term, 25% had a proper concentration of indebtedness in the long term, and 25% had a proper solvency index.

According to this, maybe companies are not willing to borrow money, even with an attractive interest rate, because of their weak financial position. Companies prefer to have liquidity, but by doing so, they face a delicate indebtedness position, especially in the short term. In addition, they have to cope with substantial changes in their financial position, produced by smaller changes in their investment or total assets, as phase space plots showed. Weak indebtedness position and a chaotic recurrence to liquidity and operating-investment...
positions as long as the company is larger, make the investment decision making difficult.

According to this, the risk is inherent in the structure of the relationship between these financial indicators, and it must be concluded that an increasing GDP is not the result of a gradual increase in company production, but it comes from radical changes in the profiles of production in some companies. Some of them will rise, and some of them will fall, but there is not a steady pace in the economy following changes in monetary policy.

Besides, despite a favorable nominal interest rate, banks implemented barriers and restrictions to obtaining credit and this can force companies to maintain a conservative position.

The amount of investment is not associated with the financial position of the companies or the size of their assets; in addition, their net cash flow from operating activities is related to assets or investment in a chaotic manner and the same happens to liquidity. Companies keep models based on past results along their history, but they are not in tune with their development. Inflation increases the value of their assets, but reduces the value of their money, and this leads to reduced investment, according to ancient models of survival. Companies create mechanisms to prevent the risk of inflation or the real interest rate, decreasing the power of purchasing and their uncertainty about inflation, reducing investment to avoid risk; this is reflected in the phase space plots, where companies show also significant long-term dependencies based on past investments, or investments made when they were smaller.

In addition, production could not increase when the money supply increases, but when conditions favor the use of an old strategy, in a conservative way. As net cash flow from operating activities comprises many different items, a balance must exist among them with a balanced increase when company growths; however, it brings about surprises in the result pattern, with a consistent return to the financial schemes of smaller companies. This link to previous investment states must be done, because companies change their investment models across time in economies with high financial risk.

However, this strategy does not prevent them from suffering the unpredictable effects of monetary policy, which act on the complex financial structure in all the companies. In this sense, the companies operate under the risk of small changes in investments or assets.

Liquidity follows the same line of returning to previous states. However, to have the working capital necessary to meet the short-term needs of larger companies, they should aim for more liquidity than is necessary for smaller ones. This is not happening however, and working capital in large companies tends to be the same as that in small companies. Although this does not reflect the entire company strategy, it provides some insights about it. Certainly, working capital, as a resource necessary for survival, deserves to be in accordance with the short-term obligations of the company. However, predicting the proper amount of working capital is not easy; small investment changes can radically disrupt the functionality of the working capital, as changes in total assets do. Again, companies return to previous states, breaking the ideal smooth and steady pace.

The effects of monetary policy on this complex structure are quite unpredictable, and it can provoke great turbulence in company activities, instead of stimulating them to accelerate or slow down in a smooth and coordinated manner.

4 Conclusion

In the problem formulation, it was stated that an expansive monetary policy could act promoting the affluence of money to companies creating more net cash flow from operating and investment activities and liquidity. Besides, it was proposed that all of this would be associated to the size of total assets.

Nevertheless, it was also stated that this would be false in case that increases in net cash flow from operating and investment activities and liquidity had not a pattern of linear-monotonic incremental path.

As was observed on several occasions, in the analysis of financial statements, the relationship between financial indicators does not follow a linear model with gradual increments in their financial situation, but it is subjected to the complex influence of monetary policy on the financial statements. The structure obtained in phase space plots of the relationship, among the financial statement items of total assets, investment and net cash flow from operating activities and liquidity, shows that the means by which monetary policy acts are highly unpredictable and, according to them, companies have to choose extremely conservative strategies to survive. This impedes them from developing a growth model of investment and operation that stands across time in tune with monetary policy.

According to this, growth in GDP must have its origin in the continuous reorganization of the economic sectors and not in the steady pace of the companies. Financial authorities should keep in
mind the peculiar manner in which the performance of companies is related to their financial situation.
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