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Abstract: - The paper deals with Haar-type spaces on arbitrary irregular grids. The choice of non-uniform grids 
determines the characteristics of the Haar-type space that can be used to construct the wavelet decomposition. 
Thus, it becomes a possible adaptive choice of the design space depending on the incoming flow. In contrast to 
the classical approach, this paper considers the possibility of the adaptive compression of the initial flow. The 
complexity of the algorithm is directly proportional to the length of the initial number flow. Numerical 
examples are presented.  
 
Key-Words: - Haar type spaces, pseudo-measure, adaptive grids, the computational complexity of the 
approximation 
 
Received: April 9, 2020. Revised: September 23, 2020. Accepted: October 17, 2020. Published: November 5, 2020.

 
 
1 Introduction 
 Haar wavelets are often used in the numerical 
solution of differential and integro-differential 
equations. The solutions of partial differential 
equations which are not smooth enough, when 
approximated by cubic, quadratic and linear 
polynomials, results in poor convergence or no 
convergence in the results. In such cases, the 
approximation with Haar-type wavelets (piecewise 
continuous functions with finite jumps), are more 
suitable and successful. Numerical methods based 
on the Haar wavelet for solving the third-order 
Harry Dym (HD), Benjamin–Bona–Mahony–
Burger’s (BBM Burger’s) equation and 2D diffusion 
equation are developed in paper [1]. 

In study [2], the Haar wavelet collocation 
method is used for the numerical solution of 1D and 
2D cubic nonlinear Schrodinger equations with 
initial and Dirichlet boundary conditions. An 
efficient collocation method for the numerical 
solution of the second and fourth order two-point 
boundary value problems (B.V.P.) based on the 
uniform Haar wavelet is proposed in [3]. Haar 
wavelets are used in signal and image processing. In 
paper [4] the Haar wavelet collocation technique is 
developed for the solution of nonlinear delay 
integro-differential equations for wireless sensor 
network and the industrial Internet of Things. The 
method is applied to the nonlinear delay Volterra, 

delay Fredholm and delay Volterra–Fredholm 
integro-differential equations which are based on the 
use of Haar wavelets. There are different techniques 
to approximate a signal using piecewise constant 
functions. The wavelet decomposition is one of 
them by means of a Haar wavelet. In paper [5], an 
optimal method of approximating a signal by 
piecewise constant functions is provided. 
In the classical approach to the wavelet 
decomposition (see [7] - [8]) a standard thinning of 
the initial flow is usually performed (usually by 
removing the odd-numbered components), so 
getting a qualitative approximation of the initial 
flow is difficult. Within the framework of the 
classical approach in the work [8], wavelets are 
discussed on a nonuniform grid for the Haar 
functions (see [6]). In the mentioned work, the 
authors considered a non-uniform initial grid with 
the number of components 𝑀 = 2𝑠. Enlargement 
turned out removing the odd-numbered components. 
A number of nodes on the enlarged grid turned out 
to be equal to 𝐾 = 2𝑠−1. With the mentioned 
approach, the coarsening of the grid is not related to 
the properties of the initial flow, so hopefully the 
main flow is not a qualitative approximation of the 
initial one. 
But a new type of the non-linear adaptive phase-
locked loop (PLL), which is based on the spline 
interpolation has been proposed in [10]. The study 
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discusses the method of the cubic spline, which is 
used on an irregular grid. In paper [11], a real-time 
technique to visualize large-scale adaptive height 
fields with the 𝐶1-continuous surface reconstruction 
is presented. An adaptive phasor measurement units 
(PMU) missing data recovery method is proposed in 
paper [12]. In the paper an improved cubic spline 
interpolation based on the priority allocation 
strategy is proposed for ambient data loss, which 
can quickly and accurately recover ambient data. In 
[13] the formula for constructing the interpolation 
nodes for a rapidly increasing function or decreasing 
function is offered. The formula takes into account 
the local behaviour of the function on the previous 
three grid nodes, and it is based on the interpolation 
by the local quadratic polynomial splines. So, in [8] 
- [16], there is a tendency to improve the 
approximation of the data flow by choosing a non-
uniform grid. The purpose of this work is to 
consider spaces of the Haar type on arbitrary 
irregular grids. With a non-classic wavelet approach 
[9], the choice of a non-uniform grid determines the 
characteristics space to be designed with wavelet 
decomposition. Thus, it becomes a possible adaptive 
choice of design space depending on the incoming 
flow. To expand the criteria adaptability in this 
work, the concept of a pseudo-measure is 
introduced. Two types of pseudo-measures are 
considered: a pseudo-measure, defined on the 
segments of the real axis, and a pseudo-measure, 
given on (so-called) grid segments. The 
relationships between the mentioned types of 
pseudo-measures are considered. Some concepts for 
the construction of the embedded Haar spaces with 
adaptivity properties in the norms of the spaces C 
are introduced.  
The approximate properties of the constructed 
spaces are determined. The computational 
complexity of the obtained algorithms is 
proportional to the length of the incoming flow. 
This opens the way for the application of the non-
classical theory wavelets (see [16]). 

 
 

2 The Haar splines 

On the interval  (𝛼, 𝛽) of the real axis 𝑅1  consider 
the grid 

Ξ: … 𝜉−2 < 𝜉−1 < 𝜉0 < 𝜉1 < 𝜉2 …               (1) 
with properties 

lim
𝑖→−∞

𝜉𝑖 = 𝛼,  lim
𝑖→+∞

𝜉𝑖 = 𝛽,                     (2) 
We introduce piecewise constant functions 𝜔𝑗(𝑡),  
 𝑡 ∈ (𝛼, 𝛽), defined by equalities 

𝜔𝑗(𝑡)={
1  for 𝑡 ∈ [𝜉𝑗 , 𝜉𝑗+1) 

   0 for 𝑡 ∈ 𝑅1\[𝜉𝑗, 𝜉𝑗+1).
                (3) 

System   {𝜔𝑗(𝑡)}𝑗∈ℤ  of functions (3) is defined by 
the grid (1)–(2) and is a linearly independent 
system. 
The functions 𝜔𝑗(𝑡) are called coordinate splines of 

the zero order.  
Remark. In the case when the grid 𝛯 is uniform (and 

therefore = −∞,   𝛽 = +∞), the 𝜔𝑗 functions 

defined above are often called Haar functions. 
 Let   𝑆𝑗 = [𝜉𝑗 , 𝜉𝑗+1]. It is clear that 𝑠𝑢𝑝𝑝𝜔𝑗 = 𝑆𝑗 . 

Approximation relation 
∑ 𝜔𝑗(𝑡) = 1  ∀𝑡 ∈ (𝛼, 𝛽)

𝑗∈ℤ

 

in this case is the decomposition of unity into 
interval (𝛼, 𝛽). For fixed 𝑡 ∈ (𝛼, 𝛽) the linear 
combination 
 

𝑢(𝑡) = ∑ 𝑐𝑗𝜔𝑗(𝑡)𝑗∈ℤ                       (4) 
 

consists of one term: for 𝑡 ∈ [𝜉𝑗 , 𝜉𝑗+1) formula (4) 
takes the form 𝑢(𝑡) = 𝑐𝑗𝜔𝑗(𝑡). 
    Let   𝑆0(Ξ), defined by the relation 
 
𝑆0(Ξ) = 𝐶𝑙𝑝{𝑢(𝑡) |𝑢(𝑡) = ∑ 𝑐𝑗𝜔𝑗(𝑡)𝑗  ∀𝑐𝑗 ∈ 𝑅1}(5) 
 
is called the generalized Haar space on the grid Ξ, 
and the elements of this space are splines of the zero 

order. Symbol 𝐶𝑙𝑝 in (5) denotes closure in the 
topology of pointwise convergence. Specifying the 
grid Ξ uniquely determines the space 𝑆0(Ξ). The 
next point is about building embedded space splines 
of the zero order on a embedded grid. 

 
 

3 About Building an Embedded Grid 
 
If с ∈ Ξ, then   𝑖 ∈ ℤ exists such that 𝑐 = 𝜉𝑖; in this 
case we denote  𝑐− = 𝜉𝑖−1,  𝑐+ = 𝜉𝑖+1.  
    Let be 𝑐, 𝑑 ∈ Ξ,  𝑐+ < 𝑑−,  i.e. for some 𝑖, 𝑗 ∈ ℤ, 
𝑖 +  2 <  𝑗, the equalities c = 𝜉𝑖,  , d = 𝜉𝑗 are true. 
We will use the notation |[𝑐, 𝑑]| = {𝜉𝑠   | 𝑐 ≤  𝜉𝑠 ≤
𝑑, 𝑠 ∈ ℤ }. A set of |[𝑐, 𝑑]| will be called a grid 
segment, and the set |[𝑐, 𝑑|[ will be called a grid 
interval. It’s clear that |[𝑐, 𝑑|[ =|[𝑐, 𝑑−]| .  
The functions defined on the grid Ξ will be called 
discrete functions (on a uniform grid, they are often 
called grid functions). The set of discrete functions 
𝑢(𝑡) defined on the grid Ξ is denoted 𝐶(𝛯); it is 
clear that 𝐶(𝛯)  is a linear space. 
Also consider the linear normed space 𝐶|[𝑐, 𝑑]| of 
functions 𝑢(𝑡), defined on |[𝑐, 𝑑]|. The norm is 
introduced by the ratio ∥ 𝑢 ∥𝐶|[𝑐,𝑑]|= max

𝑡∈|[𝑐,𝑑]|
|𝑢(𝑡)|.  
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In a similar way, we introduce the normed linear 
space  𝐶|[𝑐, 𝑑|[  with the norm 

∥ 𝑢 ∥𝐶|[𝑐,𝑑|[  = max
𝑡∈|[𝑐,𝑑|[  

|𝑢(𝑡)|. 

Obviously, the spaces 𝐶|[𝑐, 𝑑]| and 𝐶|[𝑐, 𝑑|[   are 
finite dimensional.  
Let’s denote 𝐽𝑚  =  {0, 1, 2, … 𝑚}. Let 𝑀 be a 
natural number 𝑀 >  2 and |[𝑎, 𝑏]| = {𝜉𝑠}𝑠∈𝐽𝑀+1

, 
so that  

|[𝑎, 𝑏]| = {𝑎 = 𝜉0 < ⋯ < 𝜉𝑀 < 𝜉𝑀+1 = 𝑏}.    (6) 
 
A value 𝜏 = max

𝑗∈𝐽𝑀

(𝜉𝑗+1 − 𝜉𝑗) is called the maximum 

step in the grid segment |[𝑎, 𝑏]|. Many grid 
segments, contained in the grid segment |[𝑎, 𝑏]| 
denote 𝒪, so that 

𝒪 = 𝒪(|[𝑎, 𝑏]|) = {|[𝑐, 𝑑]| | |[𝑐, 𝑑]|  ⊂ |[𝑎, 𝑏]|}. 
 
Let ℳ be some grid segment from the set 𝒪. 
Consider the mapping 
 𝑓 ∶  ℳ →  ℝ1, having the following   

𝑓(ℳ) ≥ 0∀ ℳ ⊂ 𝒪, 
𝑓(|[𝑐, 𝑐]| ) = 0   ∀ 𝑐 ∈ |[𝑎, 𝑏]|,                          (7)    
ℳ ⊂ ℳ ′ ⇒ 𝑓(ℳ) ≤ 𝑓(ℳ′) ∀ ℳ, ℳ ′ ⊂ 𝒪.    (8) 
 
The mapping f with the indicated properties will be 
called pseudo-measure on a grid segment  |[𝑎, 𝑏]|. 
Let a number 𝜀 be in the interval (𝜀∗, 𝜀∗∗), 

 𝜀 ∈ (𝜀∗, 𝜀∗∗),                           (9) 
where 

𝜀∗ = max
𝜉∈|[𝑎,𝑏−]|  

𝑓({𝜉, 𝜉+}) , 𝜀∗∗ = 𝑓(|[𝑎, 𝑏]|).  (10) 

Consider the grid 𝑋 ⊂ |[𝑎, 𝑏]|, 
 𝑋 = 𝑋(𝑓, 𝜀, |[𝑎, 𝑏]|): 

𝑎 = 𝑥0 < 𝑥1 < ⋯ < 𝑥𝐾 < 𝑥𝐾+1 = 𝑏 (11) 
 
such that 
𝑓(|[𝑥𝑠, 𝑥𝑠+1]|) ≤ 𝜀 < 𝑓(|[𝑥𝑠 , 𝑥𝑠+1

+  ]|)                 (12) 
∀ 𝑠 ∈ {0,1, … 𝐾 − 1}, 

𝑓(|[𝑥𝐾 , 𝑏]|) ≤ 𝜀,  𝑋 ⊂ |[𝑎, 𝑏]|.                            (13) 
Definition 1. Grid (11) with properties (12)-(13) is 

called an adaptive grid (for pseudo-measure f on 

grid segment|[𝑎, 𝑏]|). 
The following statement is true. 
Theorem 1. If the relations (7)-(10) are satisfied, 

then a natural number 𝐾 = 𝐾(𝑓, 𝜀, |[𝑎, 𝑏]|): exists 

and a grid (11) with properties (12)-(13). 

Proof. The proof is by induction. 
I. The induction base is established as follows. We 
suppose that variable 𝜂 ∈ |[𝑎, 𝑏]| increases from 
𝑎 = 𝑥0 to b; then by assumptions (7)-(8) the 
function 𝜙0(𝜂) = 𝑓(|[𝑥0, 𝜂]|) increases from 0 to 
f(|[𝑎, 𝑏]|). Due to the conditions (9)-(10) there is 
only one point 𝜂1 ∈ |[𝑎, 𝑏]| such that 

𝑓(|[𝑥0, 𝜂1]|) ≤ 𝜀 < 𝑓(|[𝑥0, 𝜂1
+ ]|). 

Put 𝑥1 = 𝜂1. The induction base is established. 
 
     II. Suppose the nodes 𝑥1, 𝑥2, …, 𝑥𝑠 of the grid 𝑋 
are defined. If 𝑥𝑠 = 𝑏, then we put 𝐾 =  𝑠 −  1. In 
this case, the building of the grid 𝑋(𝑓, 𝜀, |[𝑎, 𝑏]|) is 
completed. Otherwise 𝑥𝑠 < 𝑏, and the grid 
continues. Consider the function 𝜙𝑠(𝜂) = 
𝑓(|[𝑥𝑠, 𝜂]|). When 𝜂 changes from 𝑥𝑠 to b function 
𝜙𝑠(𝜂) grows from 0 to 𝑚𝑠 = 𝑓(|[𝑥𝑠, 𝑏]|). Note that 
if 𝑥𝑠 = 𝑏−, then 𝑚𝑠 = 𝑓({𝑏−, 𝑏}) ≤
 max
𝜉∈|[𝑎,𝑏−]|  

𝑓({𝜉, 𝜉+}) = 𝜀∗, 

and by assumptions (9)-(10) we have 𝑚𝑠 ≤ 𝜀. In all 
cases when 𝑚𝑠 ≤ 𝜀, we set 𝐾 =  𝑠 and 𝑥𝑠+1 = 𝑏. 
Consider the case when 𝜀 < 𝑚𝑠; from the previous 
discussion it follows, that 𝑥𝑠 < 𝑏−. Since 0 < 𝜀 < 𝑚𝑠 
and the discrete function 𝜙𝑠(𝜂) takes increasing 
values from 0 to 𝑚𝑠, then there is a single integer 𝑗 

such that 𝜉𝑗 ∈ |[𝑥𝑠, 𝑏−]|    and   𝜙𝑠( 𝜉𝑗) ≤  𝜀 <

𝜙𝑠( 𝜉𝑗+1) .  This is a double inequality equivalent to 
the ratio 𝑓(|[𝑥𝑠, 𝜉𝑗]|) ≤  𝜀 < 𝑓(|[𝑥𝑠, 𝜉𝑗

+]|). 
 

Put 𝑥𝑠+1 = 𝜉𝑗. Existence and uniqueness of the 
point 𝑥𝑠+1, satisfying the relations (12), have been 
established. 
 
Put 𝑥𝑠+1 = 𝜉𝑗  . Existence and uniqueness of the 
point 𝑥𝑠+1, satisfying the relations (12), have been 
established. So, if 𝑚𝑠 ≤  𝜀, then we set 𝐾 =  𝑠 and 
𝑥𝑠+1 = 𝑏 where in relation (13) holds. If  𝜀 < 𝑚𝑠, 
then there is a single point 𝜂𝑠+1 < 𝑏 so that the 
inequality (12) is true. The induction transition is 
complete. This completes the proof. Obviously, the 
integer function 𝐾(𝑓, 𝜀, |[𝑎, 𝑏]|)  has a monotonicity 
property: if 𝜀∗ < 𝜀′ ≤ 𝜀′′  < 𝜀∗∗, then  
𝐾(𝑓, 𝜀′, |[𝑎, 𝑏]|) ≥ 𝐾(𝑓, 𝜀′′, |[𝑎, 𝑏]|). 
Summing the relations (12), we obtain the inequality 
∑ 𝑓(|[𝑥𝑠 , 𝑥𝑠+1]|) ≤ 𝜀𝐾−1

𝑠=0 𝐾(𝑓, 𝜀, |[𝑎, 𝑏]|) <
∑ 𝑓(|[𝑥𝑠 , 𝑥𝑠+1

+ ]|)𝐾−1
𝑠=0 .                                                         (14) 

The set of segments [𝑐, 𝑑], contained in the segment 
[𝑎, 𝑏], we denote by  𝒪0. Consider any segment 
[𝑐, 𝑑] from [𝑎, 𝑏]. Let 𝑓0 : [𝑐, 𝑑]  →  𝑅1  be mapping 
with the following properties: 

𝑓0([𝑐, 𝑑]) ≥ 0    ∀[𝑐, 𝑑]  ⊂  [𝑎, 𝑏], 
𝑓0([𝑐, 𝑐]) = 0    ∀𝑐 ∈  [𝑎, 𝑏], (15)  

ℳ ⊂ ℳ ′ ⇒ 𝑓(ℳ) ≤ 𝑓(ℳ′)   ∀ ℳ, ℳ ′ ⊂ 𝒪0 (16) 
Moreover, suppose that for any 𝑐 ∈ [𝑎, 𝑏] function 
𝜙𝑠(𝑥)  =  𝑓([𝑐, 𝑥]) of argument 𝑥 ∈  [𝑐, 𝑏] is 
continuous: 

 𝜙𝑠(𝑥 −  0) =  𝜙𝑠(𝑥 +  0) 
∀𝑥 ∈  (𝑐, 𝑏) ∀𝑐 ∈  [𝑎, 𝑏).              (17) 

 The mapping 𝑓0 with properties (15)-(17) will be 
called a pseudo-measure on the segment[𝑎, 𝑏].  
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Let the number 𝜀 be in the interval (𝜀∗, 𝜀∗∗), 
 

 𝜀 ∈  (𝜀∗, 𝜀∗∗),                     (18)  
where   
𝜀∗ = max

𝜉∈[𝑎,𝑏−] 
𝑓0([𝜉, 𝜉+]), 

𝜀∗∗ = max
𝜉∈[𝑎,𝑏−] 

𝑓0([𝑎, 𝑏]).                                      (19) 

 Consider the grid 𝑌 ⊂  [𝑎, 𝑏],  
𝑌 =  𝑌 (𝑓0, 𝜀, [𝑎, 𝑏]):  

𝑎 = 𝑦0  <  𝑦1  < . . . <  𝑦𝐾0
 <  𝑦𝐾0+1  =  𝑏 (20) 

 such that  
𝑓0([𝑦𝑠, 𝑦𝑠+1])  =  𝜀, ∀𝑠 ∈ {0, 1, . . . , 𝐾0 − 1}, (21)  

𝑓0([𝑦𝐾0
, 𝑏])   ≤  𝜀. (22) 

 
Definition 2. Grid (20) with properties (21)-(22) is 
called an adaptive grid (for 𝑓0 on the segment 
[𝑎, 𝑏]).  
Theorem 2. If the relations (15)-(19) are satisfied, 

then there exist a natural number  

𝐾0  =  𝐾0(𝑓0, 𝜀, |[ 𝑎, 𝑏 ]|) 
and grid (20) with properties (21)-(22).  

Proof is by induction on the number of nodes in the 
same way as this was done in the proof of Theorem 
1. Detailed development proof is provided to the 
reader. For each grid segment |[ 𝑐, 𝑑 ]|  ∈ 𝒪 we 
discuss a map 

𝑓: |[ 𝑐, 𝑑 ]|  →   𝑅1 
defined by the relation   

𝑓(|[ 𝑐, 𝑑 ]|) = 𝑓0(|[ 𝑐, 𝑑 ]|).    (23) 
 It is easy to check that mapping 𝑓 satisfies 
properties (7)-(8) and, therefore, is a pseudo-
measure on a the grid segment |[ 𝑎, 𝑏 ]|. We say that 
the grid pseudo-measure 𝑓 is induced by the 
pseudo-measure 𝑓0 defined on the segment [𝑎, 𝑏]. 
Suppose we are considering a sequence of grids 
|[ 𝑎, 𝑏 ]|λ of the form (6) with parameter λ from the 
𝑠𝑒𝑡 𝛬 ⊂  𝑅+

1   with zero condensation point. 
Suppose the maximum step 𝜏𝜆 in the grid segment 
||[ 𝑎, 𝑏 ]|λ tends to zero as 𝜆 →  +0. For each grid 
segment ||[ 𝑎, 𝑏 ]|λconsider grid pseudomeasure 𝑓λ  
induced pseudo-measure 𝑓0 on the segment [𝑎, 𝑏]. 
According to Lemma 1, we find number 

 𝐾λ  =  𝐾(𝑓λ , 𝜀, |[ 𝑎, 𝑏 ]|λ)             (24)  
and grid 

𝑋λ  =  𝑋(𝑓λ , 𝜀, ||[ 𝑎, 𝑏 ]|) = {𝑥𝑠(𝜆)}𝑠∈{0,1,...,𝐾𝜆} (25) 
(see formula (11)) with properties (12) - (13). 
By the definition of the pseudo-measure 𝑓λ ¸ and by 
formulas (23) - (25) the following statement follows 
easily. 
Theorem 3. If for fixed ε > 0 and for some 𝜆0 >  0 
properties (12) - (13) are satisfied ∀𝜆 ∈ (0, 𝜆0) then 

the ratio   lim
𝜆→+0

𝑋λ = 𝑌 is true. In other words, 

 

lim
𝜆→+0

𝐾(�̃�λ , 𝜀, |[ 𝑎, 𝑏 ]|
λ
 )  = 𝐾0 (𝑓0, 𝜀, |[ 𝑎, 𝑏 ]|)  (26) 

lim
𝜆→+0

𝑥𝑠(𝜆) = 𝑦𝑠,  𝑠 ∈ {0, 1, . . . , 𝐾𝜆}.                   (27) 
 
4 Computational Complexity of 

the Responsive Grid 
It is easy to see that the proof of Lemma 1 contains 
the algorithm for construction of the adaptive grid 
𝑋. Consider the question of the complexity of this 
algorithm. Let 𝑁(𝑓) and 𝑁𝑐𝑜𝑚𝑝  = 𝑁𝑐𝑜𝑚𝑝 (𝑓) be a 
number of calculations pseudo-measures f and the 
number of comparisons in the considered algorithm. 
Theorem 4. Algorithm for construction of the 

adaptive grid 𝑋 has the following properties 

𝑁(𝑓)  =  𝑁𝑐𝑜𝑚𝑝 (𝑓)  =  𝐾 + 𝑀 +  2:  (28) 
Proof. The adaptive grid can be written in the form 
𝑋 = 𝑋(𝑓λ , 𝜀, |[ 𝑎, 𝑏 ]|): 

𝑎 = 𝑥0 = 𝜉0 <  𝑥1 = 𝜉𝑝1
 < . . . <  𝑥𝐾 = 𝜉𝑝𝐾

 <

 𝑥𝐾+1  = 𝜉𝑝𝐾+1
=  𝑏;                 (29) 

where 𝑝𝐾+1  =  𝑀 +  1. The adaptive grid is shown 
in Fig.1.  At the 𝑠-th step of this algorithm, we go 
from the node 𝑥𝑠 to the node 𝑥𝑠+1. 
Suppose 𝑥𝑠 = 𝜉𝑝𝑠

, 𝑥𝑠+1 = 𝜉𝑝𝑠+1
.  

It is not difficult to see that the mentioned transition 
requires: 
1) calculate 𝑝𝑠+1 + 𝑝𝑠 + 1 times the pseudo-measure 
f (on grid segments |[ 𝜉𝑝𝑠

, 𝜉𝑝𝑠+1 ]|, 

|[ 𝜉𝑝𝑠
, 𝜉𝑝𝑠+2 ]| , …,  |[ 𝜉𝑝𝑠

, 𝜉𝑝𝑠+1+1 ]|, 
2)  a comparison of the result with 𝜀 happens 𝑝𝑠+1 −
𝑝𝑠 + 1 times. 
Since 𝑠 changes from 0 to 𝐾, then the total number 
𝑁(𝑓) of calculations of the pseudo-measure f is 

𝑁(𝑓) = ∑(𝑝𝑠+1 − 𝑝𝑠 + 1) = 𝐾 + 1 + 𝑝𝐾+1 − 𝑝0.

𝐾

𝑠=0

 

According to the formulas (11) and (29), 𝑝0 = 0, 
𝑝𝐾+1 = 𝑀 + 1, so as a result we get 𝑁(𝑓)  =  𝐾 +
 𝑀 +  2. In the same way we find the number of 
𝑁𝑐𝑜𝑚𝑝  comparisons. So the formulas (28) are valid. 
This concludes the proof. 
 
5 Haar Approximation for 

Discrete Flow 
Suppose that a function u(t) is given on the grid 
segment 
|[ 𝑎, 𝑏 ]|: 𝑎 = 𝜉0 <  𝜉1  < . . . <   𝜉𝑀  <  𝜉𝑀+1  =  𝑏 

 (30) 
Let be 

𝑎 ≤  𝑦 ≤  𝑡 ≤  𝑏;  𝑦, 𝑡 ∈  |[ 𝑎, 𝑏 ]|;  𝑦 = 𝜉𝑖, 𝑡 =  𝜉𝑗 
(31) 

From (30)-(31) we get 
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𝑢(𝑡) − 𝑢(𝑦) = ∑
𝑢(𝜉𝑠+1)−𝑢(𝜉𝑠)

𝜉𝑠+1−𝜉𝑠

𝑗−1
𝑠=𝑖 (𝜉𝑠+1 − 𝜉𝑠).  (32) 

Lemma 1. For a discrete function 𝑢 ∈  |[ 𝑎, 𝑏 ]| the 

inequality holds 

|𝑢(𝑡) − 𝑢(𝑦)| ≤ max
𝜉∈|[𝑦,𝑡−]|

|𝐷Ξ𝑢(𝜉) |(𝑡 − 𝑦) (33) 

𝑦 ≤  𝑡, 𝑦, 𝑡 ∈  |[ 𝑎, 𝑏 ]|,   (34) 
where 

𝐷Ξ𝑢(𝜉) =
𝑢(𝜉+)−𝑢(𝜉)

𝜉+−𝜉
             (35) 

Proof. Consider the relation (32), assuming 𝑦 = 𝜉𝑖 
and 𝑡 =  𝜉𝑗. Taking into account the positiveness of 
the differences 𝜉𝑠+1 − 𝜉𝑠, 𝑡 − 𝑦 and notation (35), 
we see that the formulas (33) - (34) follow directly 
from the relation (32). 

 
Fig.1. The adaptive grid. 

 
6 Grid Coarsening 
Consider a grid �̃�, which is a subset of the grid Ξ 
�̃�: 𝑎 = 𝑥0 < ⋯ < 𝑥𝐾 < 𝑥𝐾+1 = 𝑏, �̃� ⊂  Ξ.         (36) 
For the grid function 𝑢(𝑡) defined on |[ 𝑎, 𝑏 ]|, we 
construct a piecewise constant interpolation 
 

�̃�(𝑡) = 𝑢(𝑥𝑗)  ∀ 𝑡 ∈ [𝑥𝑗, 𝑥𝑗+1), 𝑗 ∈ {0,1, … �̃�}. (37) 
 

Theorem 5. For a piecewise constant interpolation 

(37) for 𝑡 ∈ |[𝑥𝑗, 𝑥𝑗+1|[ the inequalities hold  

|�̃�(𝑡) − 𝑢(𝑡)| ≤ (𝑥𝑗+1 − 𝑥𝑗) max
𝜉∈|[�̂�𝑗,�̂�𝑗+1

−
]|

|𝐷Ξ𝑢(𝜉) |. 

 (38) 
If 𝑢 ∈ 𝐶1[𝑎, 𝑏], then 
|�̃�(𝑡) − 𝑢(𝑡)| ≤ max

𝜉∈|[�̂�𝑗,�̂�𝑗+1]|
|𝑢′(𝜉)|(𝑥𝑗+1 − 𝑥𝑗). (39) 

 
Proof. By formulas (33) - (37) for 𝑦 = 𝑥𝑗 and 𝑡 ∈

 |[𝑥𝑗, 𝑥𝑗+1|[ we have 
|�̃�(𝑡) − 𝑢(𝑡)|= |𝑢(𝑡) − 𝑢(𝑥𝑗)| = |𝑢(𝑡) − 𝑢(𝑦)| 

≤ max
𝜉∈|[𝑦,𝑡−]|

|𝐷Ξ𝑢(𝜉) |(𝑡 − 𝑦).      (40)  

To prove the inequality (38) it remains to return to 
the initial notation in the relation (40) and take 
advantage of the inequality 𝑡 <  𝑥𝑗+1. Inequality 
(39) follows from the Lagrange formula.  
 
7 Adaptive Grid Approximation  
Theorem 6. Let 𝜂 >  0 and the grid �̂� is 

inconsistent with the grid 𝐾(𝑓, 𝜂, |[𝑎, 𝑏]|), where 𝑓 

is a map defined by the formula 

𝑓(|[𝑐, 𝑑]|) = max
𝑡∈|[𝑐,𝑑]|

|𝐷Ξ𝑢(𝑡) |(𝑑 − 𝑐)                (41)  

 ∀|[𝑐, 𝑑]|  ∈  𝒪.  

Then the following statements are true.  

1.The number of nodes 𝐾′
𝑢,�̂�(𝜂𝐾(𝑓, 𝜂, |[𝑎, 𝑏]|) of 

this grid satisfies the relations 

∑ max
𝑡∈|[𝑥𝑠,𝑥𝑠+1]|

|𝐷Ξ𝑢(𝑡) |(𝑥𝑠+1 − 𝑥𝑠)/𝜂𝐾−1
𝑠=0 .           (42)  

2. The inequality is true  

|�̃�(𝑡) − 𝑢(𝑡)| ≤ 𝜂 ∀𝑡 ∈  [𝑎, 𝑏].        (43)  
3. The algorithm for constructing an adaptive grid 

𝑋 has the following properties  

𝑁(𝑓)  =  𝑁𝑐𝑜𝑚𝑝 (𝑓)  =  (𝐾 +  𝑀 +  2). (44)  
 

Proof. Note that the map (41), satisfies the 
properties (7) - (8). Thus, 𝑓 is a pseudo-measure. 
Formula (42) follows from the previously 
established formula (14), in which you need to take 
the pseudo-measure 𝑓 according to the relation (41) 
and set 𝜀 =  𝜂.  The inequality (43) is obtained by 
the same substitutions 𝑓 and 𝜀 from (12) and (38). 
Finally, the formula (44) is obtained from (28) with 
the mentioned choice pseudo-measures 𝑓. This 
concludes the proof.  
 
Corollary. Formulas (28) and (41) show that in the 

conditions of Theorem 6 the number of arithmetical 

operations is directly proportional to the length of 

the initial flow.  
 
8 Illustrative Examples  
The purpose of the numerical experiment is to 
determine the effectiveness of the proposed adaptive 
algorithm for compression of the initial flow of 
numerical information. The initial flow 𝑢(𝜉𝑖) is 
generated by the function 𝑢(𝑡) using a uniform grid 
𝜉𝑖 =  𝑖ℎ̂, 𝑖 =  0, 1, … , 𝑀 +  1, on the segment 
[𝑎, 𝑏], ℎ̂ = (𝑏 − 𝑎)/(𝑀 + 1). In this numerical 
experiment, we set 𝑎 =  0, 𝑏 =  𝜋, 𝑀 +  1 =
 1000. First, consider the standard compression 
𝑢(𝜉2𝑗) obtained by deleting nodes with odd 
numbers, 𝑗 =  1, 2, . . . , 𝑁 +  1, 𝑁 +  1 =  500. Let 
�̃�(𝑡) be a piecewise constant interpolation 
(interpolation spline of the zero order) constructed 
by points (𝜉2𝑗 , 𝑢(𝜉2𝑗)) , 𝑗 =  0, 1, 2, . . . , 𝑁 + 1. The 
deviation of this interpolation from the original flow 
is denoted 𝜀, 
 𝜀 =  max

𝑖=1,2,3,...,𝑁−1
|𝑢(𝜉2𝑖+1) −  �̃�(𝜉2𝑖+1)|.  

With the same uniform deviation ε we obtain the 
compressed flow of length 𝐾 +  1 using the 
proposed adaptive algorithm of compression for the 
initial flow. Here we use 𝜀 =  𝜂 (see Theorem 5 and 
Theorem 6) with usual difference approximation of 
the first derivative. The ratio (𝑀 +  1)/(𝐾 +  1) 
characterizes the degree of adaptive compression, 
the ratio 
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 (𝑁 +  1)/(𝐾 +  1) characterizes the degree of 
efficiency of applying adaptive compression in 
comparison with standard double compression. In 
the digital experiment we discuss the generating 
functions 𝑢(𝑡)  =  ln(𝑡), 1/𝑡, ln(𝑡 +  1), 1/(𝑡 +  1) 
on the interval [ℎ̂, 𝜋 ], and the function 𝑢(𝑡)  =
 cot(𝑡) on the interval [0.05, 𝜋 − 0.05]. In all cases 
we took 𝑀 +  1 =  1000, 𝑁 +  1 =  500. The 
results of the digital experiment are shown in the 
Table 1. The first column contains the number of 
discussed flow, the second column contains the 
function u(t), which generates the flow, the third 
column contains the deviation 𝜀 mentioned above, 
the fourth column gives the length 𝐾 +  1 of the 
compressed flow after applying the proposed 
adaptive algorithm of compression to the original 
flow. The fifth and sixth columns contain 
characteristic of the degree of adaptive compression, 
characteristic of the degree of efficiency for 
applying adaptive compression in comparison with 
standard double compression. The runtime of the 
proposed adaptive algorithm for the compression is 
placed in the seventh column.  
 
Table 1. Computational results  
𝑁𝑜 𝑢(𝑡) 𝜀 𝐾 + 1 (𝑀 + 1)

 𝐾 + 1
 

 

(𝑁 + 1)

 𝐾 + 1
 

 

𝑇𝑖𝑚𝑒  
(𝑠𝑒𝑐. ) 

1  𝑡 0.003 501 2 1 0.28 
2  ln(𝑡) 0.405 19 52.7 26.4 0.26 
3 ln(1 + 𝑡) 0.003 358 2.80 1.40 0.52  
4 1/𝑡 53.0 7 143 71.6 0.31 
5 1

𝑡 + 1
 0.003 202 4.96 2.48 0.23 

6 c𝑜𝑡(𝑡) 1.02 37 27.1 13.5 0.34 
 
Remarks to Table 1.  
1. Instead of the first derivative, we used its 
approximation using the difference ratio. 
2. For cot(t) the interval (0.05, 𝜋 − 0.05) was 
implemented.  
3.The program is written in the Maple-17 system 
(see [17]). The calculations were carried out on an 
HP 27-p251ur monoblock. 
 4. The calculation time for the definition of the 
number 𝜀 in all cases was approximately 0.5 
seconds.  
5. For a flow of length 𝑀 +  1 = 106 for the 
generating function 𝑢(𝑡)  =  cot(𝑡) it turned out that 
𝜀 =  0.026, 𝐾 +  1 =  1544, compression ratios 
and efficiency equal to 648 and 324, respectively.  
 
The results of this digital experiment lead to the 
following conclusions: 
 1. The proposed adaptive algorithm for 
compressing flows of numerical information in the 

case of rapidly changing flows, the compression 
ratio ranges from 16.4 to 11.1. 
2. In the case of slowly changing flows, the 
compression ratio is much lower: it fluctuates 
between 2.69 and 3.46. 
 3. The behaviour of the efficiency factor (relative to 
standard compression) similar to the behaviour of 
the compression ratio (this ratio is half the 
compression ratio).  
4. The first row of the table contains the obvious 
expected result. The adaptive Haar compression for 
a linear function is obviously the same as the 
standard compression (this can serve as 
confirmation of the correct operation of the 
program).  
5. In the case of an increase in the length of the 
original flow, the coefficients of compression and 
efficiency increase significantly: for a flow of length 
𝑀 +  1 = 106 for the generating function 𝑢(𝑡)  =
 𝑐𝑜𝑡(𝑡) it turned out that 𝜀 =  0.026, 𝐾 +  1 =
 1544, compression ratios and efficiency equal to 
648 and 324, respectively (see paragraph 5 in 
Remarks to Table 1). 
    Tables 2, 3 show the computational results when 
𝑀 = 1000 and 1000000. Let us dwell in more detail 
on line 6 of Table 2. The function 1

√𝑡
 has a 

singularity at point 0. Therefore, it was impossible 
to carry out calculations near the point 0 due to the 
growth of the function. The calculations were 
carried out starting from the second grid interval.  
The function sin(𝑡)

𝑡
  is of particular interest. The 

graphs of the functions sin(𝑡)

𝑡
 and 1

√𝑡
 are shown in 

Fig.2 and Fig.3 respectively.  

 
Fig.2. The plot of the function sin(𝑡)

𝑡
 

 

 
Fig.3. The plot of the function 1

√𝑡
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Table 2. Computational results 𝑀 = 1000 
 
𝑁𝑜 𝑢(𝑡) 𝜀 𝐾 + 1 𝑀 + 1

 𝐾1
 

 

𝑁 + 1

 𝐾 + 1
 

 

𝑇𝑖𝑚𝑒  
(𝑠𝑒𝑐. ) 

1  sin (𝑡) 0.0031 408 2.45 1.23 0.91 
2  sin (10t) 0.031 420 2.38 1.19 0.37 
3 sin (100t) 0.300 450 2.22 1.11 0.34 
4 sin(𝑡)

𝑡
 

0.0014 440 2.28 1.14 0.34 

5 1

𝑡2 + 1
 0.002 315 3.2 1.6 0.30 

6 1

√𝑡
 2.31 10 100 50 0.70 

7 1

1 + √𝑡
 0.01

5 
38 25.7 12.8 0.36 

 
Table 3. Computational results 𝑀 = 1000000 
 
𝑁𝑜 𝑢(𝑡) 𝜀 𝐾 + 1 𝑀 + 1

 𝐾 + 1
 

 

𝑁 + 1

 𝐾 + 1
 

 

𝑇𝑖𝑚𝑒  
(𝑠𝑒𝑐. ) 

1  sin (𝑡) 6.4
∙ 10−5 

3
∙ 104 

32.7 16.3 29.3 

2  sin (10t)(𝑡) 6.0
∙ 10−4 

3
∙ 104 

32.6 16.3 33.0 

3 sin (100t)( 6.0
∙ 10−3 

3
∙ 104 

32.3 16.2 33.3 

4 sin(𝑡)

𝑡
 

2.0
∙ 10−4 

46
∙ 103 

21.4 10.7 31.0 

5 1

𝑡2 + 1
 4.9

∙ 10−6 
164
∙ 103 

6.1 3.05 13.08 

6 1

√𝑡
 73.2 12 83

∙ 103 
42
∙ 103 

25.0 

7 1

1 + √𝑡
 0.6

∙ 10−3 
1132 883 441 25.9 

 
 

 
Fig. 4. The giant multimodal heart motoneurons of 

Achatina fulica 

Let us also give an example of using the proposed 
approach in the case of processing information 
received from an analog device (see the lower graph 
with the name “heart” in Fig. 4). Digitization of the 
mentioned information resulted in the initial 
numerical stream of length 𝑀 =  50. Removing the 
odd nodes led to an error of 𝜀 =  6 with the resulting 
stream of length 𝑁 =  25. The use of the proposed 
adaptive method led to a flow of length 𝐾 =  4 with 
the same precision 𝜀 =  6. Thus, the efficiency of 

the resulting compression is (M + 1) / (K + 1) = 10. 
At the same time, the burst observed on the graph 
was clearly presented. Fig. 4 (heart) shows the giant 
multimodal heart motoneurons of Achatina fulica 
(see [18], Fig.2b). The work uses modern methods 
of processing numerical information: spline-burst 
(wavelet) decomposition of information flows. The 
original stream was obtained by sampling the data 
supplied by the corresponding analog device. 
Spline-wavelet processing led to the appearance of 
the main and wavelet flows. The wavelet flow was 
considered as a noise component. Essential 
information was contained in the main thread. The 
length of the processed initial streams ranged from a 
several hundred to a thousand numbers, and the 
length of the corresponding main streams ranged 
from a several ten to a several hundred. The results 
obtained were in line with the expected. As an 
illustration, we processed the flow from an analog 
device that records the work of the heart of the snail 
under consideration (see the heart curve in Fig. 2). 
The quantity of numbers in the stream was 𝑀 =
 50, 𝜀 = 6, the resulting main stream contained 𝐾 =
 4 numbers, but the main spike in the curve was 
correctly reflected by the main stream. 

Thus, let us once again emphasize the difference 
between the type of compression we have proposed 
and the traditional one. Let the uniform grid of 
nodes be constructed on the interval[𝑎, 𝑏]. Let us 
assume that we have constructed a grid of 𝑀 
equidistant nodes on the interval [𝑎, 𝑏].The 
traditional approach is to remove the odd nodes and 
leave only the even nodes. Thus, we have 
constructed a sparse mesh of nodes. The number of 
nodes in this new mesh is half that of the 
original. We construct an approximation separately 
on each grid interval on the sparse mesh of nodes 
and calculate the approximation error 𝜀𝑖 on each of 
these intervals. Next, we find the maximum value 
among |𝜀𝑖 |. Thus we find 𝜀 = max

𝑖
|𝜀𝑖|. Our next 

task is to construct a sparser grid of nodes, keeping 
the approximation error ε. To achieve this goal, we 
will use such a property of the function as the rate of 
its change on different parts of the interval. If the 
function changes slowly over some interval, then on 
this interval we can remove more nodes, while 
maintaining the same order of error. 
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 9 Conclusion  
The results obtained in this work allow the sender to 
efficiently compress the initial data flow and 
transmit the compression result to the recipient 
using (in the case of a slow change in the initial 
flow) insignificant communication channel 
resources. The computational complexity of the 
proposed adaptive algorithm is proportional to the 
length of the initial flow. That is very important in 
Physics and Engineering. In this paper the spaces of 
the Haar type on arbitrary irregular grids are 
considered. With a non-classic approach, the choice 
of a non-uniform grid determines the characteristics 
of the space to be designed with wavelet 
decomposition. Thus, it becomes a possible adaptive 
choice of design space depending on the incoming 
flow. 
In contrast to the classical approach, this paper 
considers the possibility of the adaptive 
compressing of the initial flow. The adaptability is 
related to the rate of change of said flow and is 
reflected in the definition of the embedded grid. The 
apparatus of the research is based on the concept of 
pseudo-measure introduced in this paper. The 
benefits of this approach are confirmed by the 
numerical experiments presented here. The authors 
hope that the proposed approach will be useful for 
developing adaptive approximation algorithms in 
the multivariate case. 
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