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Abstract: In this paper, we provides a general framework for the analysis of a class of linear discrete-time net-
worked dynamic systems (DNDS). We focus our attention on DNDS where the underlying connection topology
couples the agents at their outputs. A distinction is made between DNDS with homogeneous agent dynamics and
DNDS with heterogeneous agent dynamics. It is emphasized that developing efficient solution methods for the
design of such systems involve connecting and interpreting results from graph theory and convex optimization in a
systems-theoreticcontext.
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1 Introduction

Networked dynamic systems (NDS) are a collection
of multiple dynamic systems that are coupled together
through a network. These types of systems are found
in a range of applications that involve, for example,
the coordination of multiple space, air, and land vehi-
cles [1], [2], [3], [4]. Studying system theoretic no-
tions from the perspective of the underlying topology
can lead to interpretations that explicitly characterize
the effects of the network on the behavior of the sys-
tem.

For linear and time-invariant systems, all the es-
sential systems theoretic properties can be derived
from the quadruple system matrices (A,B,C,D).
When considering multiagent systems, the underly-
ing connection topology, G, can typically be embed-
ded into the system matrices. It is then enlighten-
ing to consider how certain properties of the system
explicitly depend on that topology. Therefore, when
studying linear NDS, one should consider the quintu-
ple (A,B,C,D,G) and explicitly describe the depen-
dance of the underlying topology on the system prop-
erties. Recent examples of such network-centric anal-
ysis include relating closed-loop stability properties
of NDS to the spectral properties of the graph Lapla-
cian [5], relating controllability in consensus seeking
systems to graph symmetry [6], and graph-centric ob-
servability properties of relative sensing NDS [7]. In
this work we focus on a class of linear NDS where the
underlying connection topology couples the agents at
their outputs. Such systems are prevalent in formation

flying applications where relative sensing is used to
measure inter-agent distances [8].

The main contribution of this paper is a graph-
centric characterization of the system H2 norm for
both analysis and synthesis purposes. A distinction
is made between NDS with homogeneous agent dy-
namics and NDS with heterogeneous agent dynamics.
Although the homogenous case is actually a subset of
the heterogeneous case, it is more illuminating to con-
sider these cases separately due to the algebraic sim-
plicity of the former case.
For the synthesis portion of this paper we consider
two general design scenarios that can be akin to an
inner-loop control design for an NDS. In the first case,
we focus on the design of a local H2 controller for
each agent when the underlying connection topology
is given and fixed. In addition to satisfying local per-
formance objectives (such as those typically found in
H2 synthesis), the proposed synthesis procedure also
satisfies a global NDS objective related to the under-
lying connection topology. A semi-definite program
is derived as a solution method for this problem. The
second synthesis objective focuses on the design of
the connection topology that optimizes the H2 perfor-
mance of the NDS. Topology design can be consid-
ered a problem in combinatorial optimization, which
can be a prohibitively hard to solve when the number
of agents is large. The results of this paper shows that
the problem can be solved using Kruskal’s minimum
spanning tree algorithm. It should also be noted that
the design of the underlying topology in the context
of systems theoretic properties, such as the H2 norm,
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has received little attention in the literature.

2 Algebraic Graphs Representation

We make use of results from algebraic graph theory.
The reader is referred to [9] for a detailed treatment of
the subject and we present here only a minimal sum-
mary of relevant constructs and results. An undirected
(simple) graph G is specified by a vertex set V and an
edge set E whose elements characterize the incidence
relation between distinct pairs of V .

We make extensive use of the |V| × |E| incidence
matrix, E(G), for a graph with arbitrary orientation.
The columns of E(G) are indexed by the edges, and
the ith row entry takes the value one if it is the initial
node of the corresponding edge, negative one if it is
the terminal node, and zero otherwise. The degree of
vertex i, di, is the cardinality of the set of vertices
adjacent to it. The diagonal matrix ∆(G) contains the
degree of each vertex on its diagonal. The adjacency
matrix, A(G), is the symmetric |V| × |V| matrix with
zero on the diagonal and one in the ijth position if
node i is adjacent to node j.

The (graph) Laplacian of G,

L(G) := E(G)E(G)T = ∆(G) − A(G), (1)

is a rank deficient positive semi-definite matrix.

2.1 Notations

In the sequel, the Euclidean norm is used for vectors.
We use W t, W−1 and λ(W ) to denote, respectively,
the transpose, the inverse and the eigenvalues of any
square matrix W and W > 0 (W < 0) stands for
a symmetrical and positive- (negative-) definite ma-
trix W . The n-dimensional Euclidean space and the
space of bounded sequences are denoted by IRn×n

and ℓ2, respectively. The term Dint(0, 1) denotes the
interior of the unit disk with center at the origin and
λ(Eo, Ao) = {z|det(zEo − Ao) = 0}. Let Cn,d :=
C([−d, 0],ℜn) denotes the Banach space of continu-
ous vector functions mapping the interval [−d, 0] into
ℜn) and xk+α ∈ Cn,d, α ∈ [−d, 0], k ≥ 0 denotes
the function family defined on [−d, 0] which is gen-
erated by n-dimensional real vector-valued function
xk, k ∈ [−d,∞) . We use ||.|| to represent the Eu-
clidean norm for vectors and the spectral norm for ma-
trices and ||ψ||c := sup−d≤dk≤0 ||ψ|| stands for the
norm of function ψ ∈ C([−d, 0]). Matrices, if their
dimensions are not explicitly stated, are assumed to
be compatible for algebraic operations. In symmetric
block matrices or complex matrix expressions, we use
the symbol • to represent a term that is induced by
symmetry.

Sometimes, the arguments of a function will be
omitted when no confusion can arise.

2.2 Matrix Kronecker Products

Some important results on the Kronecker product are
presented hereafter. The Kronecker product of two
matrices A and B is written as A⊗B.

Theorem 1 ([10]): Let A ∈ ℜm×n and B ∈ ℜp×q

each have a singular value decomposition of A =
UA ΣA V

T
A and B = UB ΣB V T

B . The singular value
decomposition of the Kronecker product of A and B is
then

A⊗B = (UA ⊗ UB)(ΣA ⊗ ΣB)(V
T
A ⊗ V T

B )

Corollary 2 An immediate consequence of Theorem
1 is the following result on the matrix 2−norm, ||A⊗
B||2 = ||A||2||B||2.

In the sequel, We also make extensive use of the fol-
lowing Kronecker product matrix multiplication prop-
erty, (A⊗B)(C ⊗D) = (AC ⊗BD)

3 Networked Dynamic Systems

In the sequel, we adopt the view that a networked dy-
namic systems (NDS) consists of two system layers.
The first can be considered as the local agent layer cor-
responding to the dynamics of the individual agents
in the ensemble. The second layer is a global NDS
layer that represents the complete interconnected sys-
tem. This section develops a general linear model for
NDS that includes both the local and global layers.

3.1 Problem Statement

We will work with the following class of discrete net-
worked dynamic systems (DNDS):

xi(k + 1) = Aixi(k) +Biui(k) + Γiωi(k),

zi(k) = Cixi(k) +Diui(k)

yi(k) = Gixi(k) (2)

Define the vertex set N = {1, ..., N}. We use
{Ao, ...,Γo} to imply generic system matrices and
{Aoj , ...,Γoj , j ∈ N} to represent the respective val-
ues at the vertices. In system (2), xk ∈ ℜn is the
state vector, ωk ∈ ℜq is the disturbance input which
belongs to ℓ2[0,∞), yk ∈ ℜp is the measured output
and zk ∈ ℜq is the controlled output. The matrix
Eo ∈ ℜn×n may be singular; we assume that rank
Eo = r < n. The matricesAo ∈ ℜn×n,Bo ∈ ℜn×m,
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Go ∈ ℜq×n, Co ∈ ℜp×n, Do ∈ ℜp×n, Γo ∈ ℜn×q

are real and known constant matrices. Henceforth, we
use S := {ψk|ψk ∈ So, there exists a unique solution
for system (2) on the interval [0,∞) for ψk and
B := {ψk|ψk ∈ Cn,d, ||ψk||c δ, δ > 0}

As we are focusing on the H2 properties of this
system, we assume no feedforward term of the con-
trol ui(k) and no noises in the measurements (e.g.
strictly proper system). Additionally, we assume a
minimal realization for each agent with the outputs
of each agent being compatible (e.g., system outputs
correspond to the same physical quantity).

We denote the open-loop map from ωi(k) to yi(k)
as Tω→y

i and the closed-loop map from ωi(k) to zi(k)
as Tω→z

i . The H2 synthesis problem for a local agent
is to design a feedback controller of the form ui(k) =
Liyi(k) that minimizes the closed-loop system norm,
||Tω→z

i ||2
The parallel interconnection of all agents is de-

scribed with the following state-space description of
DNDS:

x(k + 1) = Ax(k) +Bu(k) + Γω(k),

z(k) = Cx(k) +Du(k)

y(k) = Gx(k) (3)

with x,u, ω, z, y and ω denoting, respectively, the
concatenated state vector, control vector, exogenous
input vector, controlled vector, measured output vec-
tor and exogenous disturbance input at time k of all
the agents in the NDS. The matrices A,B,C,G,D
and Γ are the block diagonal aggregation of each
agent’s state-space matrices.

The global DNDS layer we examine for the dura-
tion of this paper is motivated by the relative sensing
problem. The sensed output of the NDS is the vec-
tor yG(k) containing the relative state information of
each agent and its neighbors. For example, the output
sensed across an edge e = (i, j) would be of the form
yi(k)− yj(k). This can be compactly written as

yG(k) = (E(G)T ⊗ I)y(k) (4)

The global layer is visualized in the block diagram in
Fig. 1. When considering the analysis of the global
layer, we are interested in studying the map from the
agent’s exogenous inputs to the NDS sensed output,
which we denote by the operator Tω→G

hom homogeneous
NDS, and Tω→G

het for heterogeneous NDS. Using the
above notations and the Kronecker properties outlined
earlier , we can express the homogeneous and hetero-
geneous as

We identify two classes of DNDS in this wok:

1) homogeneous DNDS, where it is assumed that
each dynamic agent in the NDS is described by

Figure 1: Block diagram of global DNDS

the same set of linear state-space dynamics, that
is, {Aoi, ...,Γoi}, = {Aoj , ...,Γoj , ∀ i, j ∈ N}.
Hence, we drop the sub-script for all state-space
and operator representations of the system. Us-
ing the above notations and the Kronecker prop-
erties, we can express the homogeneous dynam-
ics as

x(k + 1) = Âx(k) + B̂u(k) + Γ̂ω(k),

z(k) = Ĉx(k) + D̂u(k)

y(k) = Ĝx(k)

yG(k) = (E(G)T ⊗G)x(k) (5)

Â = (I|V| ⊗A), B̂ = (I|V| ⊗B)

Γ̂ = (I|V| ⊗ Γ), Ĝ = (I|V| ⊗G)

Ĉ = (I|V| ⊗C), D̂ = (I|V| ⊗D) (6)

2) heterogeneous DNDS, where the dimension of
each agent need not be the same. In a similar
way and using the Kronecker properties, we can
express the heterogeneous dynamics as

x(k + 1) = Âx(k) + B̂u(k) + Γ̂ω(k),

z(k) = Ĉx(k) + D̂u(k)

y(k) = Ĝx(k)

yG(k) = (E(G)T ⊗G)x(k) (7)

4 Static Feedback Control

In what follows, we present an LMI-based formula-
tion to the static feedback control of system (5) while
minimizing the quadratic cost (8).

J =
∞∑
k=0

(xT (k)Qx(k) + uT (k)Ru(k)) (8)

We proceed to determine a linear optimal state-
feedback control u(k) = Lx(k) that achieves this
goal under the following conditions:
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Assumption 3 System (5)-(6) possesses the following
properties:

a. All the states x(k) are available for feedback,

b. The system a stabilizable which means that all of
its unstable modes are controllable,

c. The system are detectable having all its unstable
modes observable

We proceed by adopting Lyapunov theory.

Assumption 4 There exists a Lyapunov functional
V(x(k)) which has the properties:

• V(x(k)) = xT (k)Px(k), P > 0,

• There exists γ+ > 0 such that xT
o (k)Pxo(k) ≤

γ+

• V(x(k+1)) − V(x(k)) ≤ −[xT (k)Qx(k)+
uT (k)Ru(k)]

Considering system (5) with linear control u(k) =
Lx(k). The following theorem provides an LMI-
based LQR design:

Theorem 5 Given matrices Q > 0, R > 0 system
(5)-(6) w(k) ≡ 0 and the LQR control u(k) = Lx(k)
is asymptotically stable and J∞ ≤ V(xo) if there
exist matrices X, Z > 0, W > 0 such that

min
γ+,X, Z

γ+ (9)

subject to −X+W (XÂT + ZB̂T ) Z
• −X 0
• • −S

 < 0(10)

[
γ+ xto
• X

]
≥ 0 (11)

has a feasible solution, then LQR gain matrix is L =
S Y−1.

Proof: Select Lyapunov functional V(x(k)) of
the form

V(x(k)) = xT (k)Px(k), P > 0

and satisfies

V(x(k + 1)) − V(x(k)) ≤
−(xT (k)Qx(k) + uT (k)Ru(k)) (12)

Then, the linear system controlled by u(k) is asymp-
totically stable and J∞ ≤ V(x(0)). With u(k) =
LX(k), inequality (12) is equivalently expressed as

xT (k)ÂT
LPÂLx(k)− (xT (k)P(x(k) ≤

−xT (k)[Q+ LTRL]x(k),

ÂL = Â+ B̂L (13)

From (13), it is evident that (12) is satisfied if there
exists L and P such that

ÂT
LPÂL −P+ [Q+ LTRL] < 0 (14)

Moreover, instead of directly minimizing the cost
xtoK∗xo, we proceed to minimize its upper bound.
Therefore, we assume that there exists γ∗ > 0 such
that

xT (0)Px(0) ≤ γ∗ (15)

In effect, the linear optimal control problem under
consideration for given γ∗ can be cast into the format

min
γ∗,P,L

γ∗

subject to (14)− (15) (16)

To convexify the above problem, we first express (14)
as  −P+Q ÂT

L LT

• P−1 0
• • R−1

 < 0 (17)

Pre- and post-multiply (17) by diag{P−1, I, I} and
using X = P−1, W = XQX, Z = XLT , S =
R−1 it follows that (17) is equivalent to (10). Addi-
tionally, inequality (15) can be expressed as inequality
(11).
The minimization problem (16) is cast into the form
(9)–(11) as desired. When a feasible solution of the
convex minimization problem at hand is attained, then
we get P = X−1 L = ZTX−1 ⊓⊔

5 H2 System Norm of DNDS

We proceed to provide a description of the H∈ sys-
tem norm by considering the The controllability gram-
mian for an individual agent (from the exogenous in-
put channel) based on the dynamics in (2) is defined
as:

X i
c =

∞∑
m=o

AT
i
m
ΓT
i ΓiAi

m (18)
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The controllability grammian X i
c can be calculated by

solving the corresponding Lyapunov equation

AiX i
cA

T
i − X i

c + ΓiΓ
T
i = 0 (19)

It is known that the H∈ norm of each agent from the
exogenous input channel to the measured output can
be expressed in terms of the grammian as

||Tω→z
i ||2 =

√
Tr(GiX i

cG
T
i ) (20)

where Tr(.) is the trace operator. We proceed to clar-
ify how the underlying network topology influences
the system norm. For simplicity in exposition, we
separate our analysis into the homogeneous and het-
erogeneous cases.

6 H2 Norm of Homogeneous DNDS

The H∈ norm of the homogeneous DNDS described
in (5) can be written in terms of the controllability
grammian. We consider the map Tω→G

hom for examin-
ing the global NDS layer. Therefore, the expression
for the controllability grammian of the global NDS
layer in (5) is

Xc =
∞∑

m=o

A(I|V|⊗A)T (E(G)T ⊗G)xA(I|V|⊗A)

= L(G)⊗Xc (21)

where Xc := [X 1
c , ...,XN

c ] represents the aggregate
controllability grammian of agents in the network. On
utilizing (20), we have the following characterization
of the H∈ norm,

||Tω→G
hom ||2 =

√
Tr(IN ⊗ Γ)TL(G)⊗XcTr(IN ⊗ Γ)

= ||E(G)||F ||Tω→z||2 (22)

where ||R||F denotes the Frobenius norm of the ma-
trixR. The expression in (22) gives an explicit charac-
terization of how the network affects the overall gain
of the DNDS. In the homogeneous case, we can focus
our attention on how the Frobenius norm of the inci-
dence matrix changes with the addition or removal of
an edge. Recall that the Frobenius norm of a matrix
can be expressed as the sum of the vector 2-norm of
each column.
In t he case of the incidence matrix, each column,
representing a single edge of the graph, always has
the same structure. Therefore, the Frobenius norm of
the incidence matrix can be expressed in terms of the
number of edges in the graph,|E|, as E(G)F =

√
2|E|.

It follows that the DNDS H2 norm is only dependent
on the number of edges in the graph rather than the
actual structure of the topology.

Considering only connected graphs, then we have im-
mediate lower and upper bounds on the H2 norm of
the system,

||Tω→G
hom ||22 ≥ ∥|Tω→y

hom ||22(|V| − 1) (23)

The lower bound is attained with equality whenever
the underlying graph is a spanning tree. Assuming
that all graphs are simple, that is they do not have
multiple edges between a single pair of nodes, then
the upper bound for the system norm is achieved by
the complete graph,

||Tω→G
hom ||22 ≤ ∥|Tω→y

hom ||22|V|(|V| − 1) (24)

7 H2 Norm of Heterogeneous DNDS

In this case, the DNDS H∈ norm can be established
in view of (20) as

||Tω→G
het ||22 =

Tr{(⊗INE(G)T )GXcG
T (⊗INE(G))} (25)

where Xc denotes the block diagonal aggregate of the
controllability grammian of the agents as introduced
in (18). It is crucial to note that Tr{GXcG

T } =∑|V|
i=1 ||T

ω→y
i ||22. Invoking cycle property of the trace

operator and exploiting the block diagonal structure of
the argument simplifies into

Tr{GXcG
T (∆(G) − A(G)⊗ IN )} =

|V|∑
i=1

Tr{GXcG
T (di ⊗ IN )} =

|V|∑
i=1

di ||Tω→y
i ||22(26)

where di is the degree of the ith agent in the graph.
In turn, this can now be used to obtain the following
expression for the H2 norm of the system,

||Tω→G
het ||2 =

√√√√ |V|∑
i=1

di ||Tω→y
i ||22) (27)

This eventually leads to

||Tω→G
het ||2 =

||

 ||Tω→y
1 ||2

. . .
||Tω→y

|V| ||2

 E(G)||F (28)

It is significant to observe that when each agent has
the same dynamics, (28) reduces to the expression in
(22). This characterization discloses an interesting
feature of how the placement of an agent within a cer-
tain topology affects the overall system gain. In order
to minimize the gain, it is beneficial to keep systems
with high norm in locations with minimum degree.
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8 Conclusion
This paper focused on the analysis of a class of lin-
ear DNDS based on a relative sensing model. The
ensuing results disclose an important connection be-
tween certain graph-theoretic concepts and systems-
theoretic properties. A new state-feedback agent con-
troller is derived, the gain of which by linear matrix
inequality. Some salient features pertain to the appli-
cation of convex optimization for designing intercon-
nection topology for overall optimal H2 performance.
This paper also illuminates a close relationship be-
tween systems-theoretic properties and graph proper-
ties in DNDS, which can be exploited for synthesis of
controllers with prescribed criteria.
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