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Abstract: - The need to move on to the next step in the automation and autonomy of ships requires improve-
ment of the existing ones and the creating of new types of communication on board a ships. Like the top-trend 
in the shore industry – IOT (Industry Of Things) is increasingly spoken of by the need to create and implement 
the so-called IOS (Internet Of Ships). Shipping industry is currently in need of monitoring the technical para-
meters of mechanisms from remote workstations at the offshore office. For this, besides the measurement of 
parameters for machines on board, it is necessary to analyze and consider the communication possibilities. In 
this report we will look at the most commonly used IOT communications, whether they are appropriate and 
which is best for IOS. 
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1 Introduction 

In recent years, it has been increasingly intro-
duced the IOT. Industry Of Things is a group of 
sensors that drive or track certain devices and para-
meters via control points on the Internet. Several 
different communications and features are used to 
implement the interface. 

The weakest and most critical link in this com-
plex system is precisely the connection from an end-
device, say some sensor and the rest of the system. 
This communication is mostly radio. For this it is 
necessary to choose the most correct method for the 
assigned task in a device, environment, etc. This 
article aims to examine the most popular and fre-
quently used communication interfaces and to take 
the step towards introducing unified requirements 
for wireless communication in ship conditions and 
for its imposition into IOS. 

The principle of IOT work is based on two main 
types of system structure. In one of the following 
(fig.1A) by making radio communication (exem-
plary communications) data are transmitted to the 
gateway, which in turn aims to convert information 
on an already-known route - Wi-Fi or broadband 
cable to transfer the information to an accessible 
location (cloud) end user. Another embodiment (Fig 
1B) is, for example, the so-called M2M. After the 
measurement, by cellular communication or such a 
spectrum, the data is transmitted to another operator 
who already provides them to a user-friendly 
type.

Radio

Cellular 
Modem

Cable
modem

Data
Cloud

Data
Cloud

Radio
gateway

A

B

Sensor

Sensor

ZigBee, 
BLT, LoRa 

or etc

Wi-Fi

 
Fig.1. Example IOT and M2M system configurations 

 
In order to choose the most appropriate communica-
tion for a highly aggressive environment such as 
vessel’s will relied on a series of factors such as:  
• Data rate of the device: What data rate is required? 
Video streaming type or just measuring several pa-
rameters like temperature, voltage or pressure. Or 
maybe something in between?  
• Range or distance to the gateway: What is the area 
for which we will use it? Small 70 m2 apartment or 
400m long by 50m wide ship? Or maybe some agri-
culture area; 
• The environment: One of more important require-
ment. Is this device stable of any hazardous sound-
ing, weather, temperature, noise, vibrations of elec-
trical equipment or etc. 
• Need for encryption or authentication: By any 
means security is still a must do ability. 
• Power consumption: For any stand alone devise 
the low power consumption is much needed. That`s 
why is included that one. 
• Capacity: Maximum devices connected in one 
network. 
• Quality of service and reliability;  
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• Network topology: As can be see in this paper, 
topology is one of most important thing to be ad-
justed before starting designing a wireless sensor 
network on board of a vessel; 
• Simplex or duplex: One-way vs. two-way commu-
nications. 
• Available ICs, modules, and equipment. Is this 
interface easy to get?  
• Cost: Design, manufacturing, or Internet access 
service expense; 
• Development platform: Is an OS needed? What 
other software is required? 
• Internet access: What it need to operate?  Cellular 
or maybe cable or satellite connection? 
 

2 Specification 
The purpose of this report is to help to choose the 

best and most appropriate option for performing the 
task - wireless sensor networks on board of a vessel 
like the one shown in Figure 2. There are two mod-
ules displayed. Module A is designed to measure the 
microcontroller on it is to convert the signal and to 
send it to Module B by using the Wireless Connec-
tion by selected from us interface. Module A has no 
precise location and can be located anywhere in the 
engine compartment. Part B, in turn, aims to obtain 
the data sent from A, process and provide it to the 
end user in an appropriate form. The place of this 
module is strictly specified and it is in Engine Con-
trol Room. 
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Fig. 2. Basic hardware diagram. Work Spaces and ECR 

 
As already mentioned, we have shortened the 

scope of search and exploration of the possible op-
tions for our system to 4. They are as follows - Wi-
Fi, Bluetooth, ZigBee and LoRaWAN. In this chap-
ter is shown in detail with their exact specifications. 
Undoubtedly the most popular and known of them is 
Wi-Fi. 

Wi-Fi (short for Wireless Fidelity) - Uses RF - 
radio frequency to communicate two devices to each 
other. We all know this technology from routing to 
computers and all sorts of other smart devices. In 
essence, the system allows two hardware modules to 
be connected to a local wireless network running on 
IEEE 802.11 standard. Also, Wi-Fi can also use the 

2.4 GHz UHF or 5GHz SHF ISM radio band. It is 
also understood here that, like other technologies, 
there is standardization. Made by the Wi-Fi Al-
liance, it certifies the ability to connect to other cer-
tified devices. This communication is susceptible to 
Bluetooth interference, microwave and cell phones. 

Bluetooth - Bluetooth and BLE - Low-power 
Bluetooth are technologies that provide the ability to 
distribute data over short distances. The most com-
mon use of this type of communications is when 
close communication and required when the end 
point is the end user's phone or tablet. BLE for its 
low power consumption is used in Wearable Smart 
Devices as smartwatches, fitness bracelet and so on. 
The standard uses UHF radio waves to transmit da-
ta. It was originally standardized as IEEE 802.15.1 
but this standard is no longer supported. Interesting-
ly, before a product you use this communication 
interface is put on the market must pass the Blu-
etooth Interest Group (SIG). This is to ensure and 
verify that this device will be able to work with eve-
ryone else. 

ZigBee - Wireless communication gaining popu-
larity in the LPWAN – Low Power Wireless Arena 
Network group. It is an open global standard that is 
intended for M2M networks (fig.1B). It has advan-
tages of an engineering and economic nature - low 
cost and energy consumption. This makes it a great 
choice for Industry 4.0 applications. The low-
latency and low duty cycles allow for a long battery 
life. ZigBee supports 128-bit AES encryption is 
great news if we need increased security. It supports 
Mesh topology, which means it allows multiple 
connection between devices (fig.5). Recently, a 
common standard has been created and approved by 
the ZigBee Alliance to unify the communication 
between all devices and to communicate with each 
other. 

LoRaWan - Network with increasing popularity 
and used mainly for smart cities, homes or industry 
4.0 - IOT. It is characterized by being a system us-
ing a centralized server whose data is encrypted and 
transmitted through different frequency channels at 
different data rates. What is interesting about it is 
that the security system offered has several layers of 
encryption, ensuring security at a good level. From 
another point of view, this is a low-energy, compu-
terized network that is designed to perform specific 
tasks related to IOT. LoRaWAN's thermology has 
endpoint devices with many classes according to the 
receive mode. 
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2G/3G Cellu-
lar 
bands 

10 
Mb/
s 

Sev-
eral 
km 

High High 

802.15.4 2.4 G 250 
kb/s 

100m Low Low 

Bluetooth 2.4 G 1,2 
Mb/
s 

100m Low Low 

LoRa < 1 G < 
50 
kb/s 

2-
5km 

Low Me-
dium 

LTE Cat 0/1 Cellu-
lar 
bands 

1-
10 
Mb/
s 

Sev-
eral 
km 

Me-
dium 

High 

NB-IoT Cellu-
lar 
bands 

< 1 
Mb/
s 

Sev-
eral 
km 

Me-
dium 

High 

SigFox < 1 G Ver
y 
Lo
w 

Sev-
eral 
km 

Low Me-
dium 

Weightless < 1 G < 
24 
Mb/
s 

Sev-
eral 
km 

Low Low 

Wi-Fi 11f/h < 1, 
2.4, 5 
G 

< 1 
Mb/
s 

Sev-
eral 
km 

Me-
dium 

Low 

Wireles-
sHART 

2.4 G 250 
kb/s 

100m Me-
dium 

Me-
dium 

ZigBee 2.4 G 250 
kb/s 

100m Low Low 

Z-Wave 908.4
2 M 

40 
kb/s 

30m Low Me-
dium 

 
Table 1. Basic specification of wireless communica-

tions 
 
3 Topology  
Figure 3 shows an exemplary communication 

from tree topology. It clearly shows the different 
clusters of the tree. In this case there are 3. In cluster 
1 we have two additional measuring devices. In the 
second cluster, however, a sub-cluster 2.1 was also 
implemented. The total number of devices in cluster 
2 is seven, and in 2.1-3. In this topology, the distur-
bance problem is solved by taking measurements 
from one node by another device over the network 
to reach the coordinator. In this system, a device 

acts as a coordinator, that is, a device that sends 
commands, monitors their execution, and collects 
data from the measurement modules. Referring back 
to fig.2, the Type A modules are measurement mod-
ules, in Figure 3 denoted as (S). A module B of Fig-
ure 1 is exactly this coordinate (C). Topology of a 
tree type has one major disadvantage - let's say de-
vice 1.1 is damaged or stays powerless. This con-
nection with devices 1.2 and 1.3 is interrupted. For a 
system with 10 branches, it is not such a big prob-
lem, but imagine a network of 200 devices and one 
of the 1st level devices of the tree refuses? Lost 
connection to many of the cluster's next devices. 
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Fig.3. Example realization of three topology 
 
Figure 4, similar to Figure 3, is a topology known 
and used in wireless communications. It may be the 
originator of topologies, namely star. It is used by 
cellular devices, Bluetooth, Wi-Fi, LoRa, and so on. 
Here we have a powerful central module, let's call it 
a coordinator/master, and the rest are simple execu-
tive devices/slave. Most communications, not just 
wireless, are built in this formation. The advantage 
and in front of the tree is that when one of the 
nodes/modules - modules A of fig.2 is dropped, only 
it disconnects. The rest continue to work. There is, 
however, a small problem with this topology - 
namely, that the slave devices must be powerful 
enough to communicate with the master. In a stan-
dard IOT implementation environment, this is not a 
problem, but we are still on board. In the last chap-
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ter of this article we will analyze the choice of the 
most appropriate topology. 
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Fig.3. Example realization of three topology 

 
The last topology that we will look at today is mesh, 
and more-precisely the self-healing subtype, has 
also come to pass. We can guess what it differs from 
its name, it is a real maize - everything communi-
cates with everything, at one point, the device can 
be a sensor, in another - a router. The goal is only 
one - the date of each module connected to the net-
work reaches the control module / coordinator /. 
Like the tree structure, we also have clusters here. 
But let's look at the script from the tree structure? 
When Module 1.1 is dropped for unknown reasons, 
the link to 1.2 and 1.3 will not be dropped. Module 
1.3 will pass on 1.2 that will pass to 2.1 and then to 
the Coordinator, and the communication safety issue 
is cleared. We know that 30% of the sensors should 
be dropped to break a cluster connection. The per-
centage depends on the pre-fabrication structure and 
the layout of the modules. Let us consider the case 
where 2.1 is dropped out? Then the signal from the 
other modules can go through 1.2 or 3.1 and we 
have a connection again. The other problem we 
have mentioned, namely that of star-topology, is 
also resolved. Here, the modules relay the signal and 
it is enough to have only 1 in the cloud to maintain 
normal network operation and maintain communica-
tion. Like everything, there are also minuses. Proper 
routing and location selection during installation are 
the most popular issues. The most serious of them, 
however, is that not all communications support this 

topology. It requires a serious CPU power to be able 
to crawl the routes and look for a new one in case of 
a problem. Another problem is that the modules 
supporting this structure are in the middle category 
price range, for the difference from the modules that 
support only tree or star. 
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Fig.5. Example realization of self-healing mesh topology 
 

4 Conclusion for selection a wire-
less communication for on board 
use 

For the selection of technology to build a wire-
less sensor network on board a ship have been пре-
selected the most appropriate communications. They 
are as follows - Wi-Fi, Bluetooth, ZigBee and Lo-
RaWAN. Factors such as data rate and maximum 
distance for stable communication are taken into 
account during the assessment. Maximum number 
of devices per network. Does the network support 
encryption or not, cost, service quality, topology 
etc? All criteria can be found in Table 2.All possible 
disturbances are simulated whereby the main atten-
tion is on the work of electrical propulsion system 
and its impact on the electricity’s quality.  

Below is presented part of the received as a re-
sult of the simulation characteristics.  

For work on board a ship we need a device that 
is influenced as little as possible by electromagnetic 
noise, because as we know in the ER, there are do-
zens of mechanisms creating them. Wi-Fi is a great 
choice for WSN but for coastal ones. When there is 
a surface projection and high noise levels there will 
be a lot of gaps and a bad connection. The same 
goes for full force, even more for Bluetooth. The 
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other two technologies are less sensitive. Another 
important aspect to be addressed is the indoor scope. 
This parameter corresponds to all the selected sys-
tems. The ER ranges are expected to be no larger 
than 100 m without any line of sight. The system 
must also support bidirectional communication for 
forced measurements, so one more minus for BT. 
Devices→ 
 
Conditions ↓ 

Wi-Fi Bluetooth ZigBee LoRa 
WAN 

Data rate of 
the device < 1 Mb/s 1,2 Mb/s 250 kb/s < 50 kb/s 

Range or 
distance to 
the gateway 

Several 
km out-
door 

100m 
outdoor 

120m 
indoor 

2-5km 
outdoor 

The 
environment Sensitive Sensitive Not 

Sensitive 
Not-
Sensitive 

Need for 
encryption or 
authentication 

WEP, 
WPA, 
WPA2 

56/128-
bit 

128-bit 
AES 

128-bit 
AES 

Power 
consumption Med Low Low Med 

Capacity 255 255 65000 120 

Quality of 
service and 
reliability 

Good Good Good Good 

Network 
topology Varies Point-to-

point Mesh Varies 

Simplex or 
duplex Duplex Simplex Duplex Duplex 

Available 
ICs, modules, 
and 
equipment 

Yes Yes Yes No 

Cost Low Low Low Med 

Development 
platform Good Good Good Good 

Internet 
access No No No No 

 
Table 2. Criteria for selecting a wireless technology for 

sensor network on board a vessel 
 
The price is of course important. Here the minus is 
for LoRa. The cost of this interface is still high, as 
well as development and development platforms. 
All devices offer a sufficient number of maximum 
connections in one network. Even LoRa supports 
120 which is enough. But still, more is always bet-
ter! The least encryption is offered by BT, and most 
secure than Wi-Fi. The last and maybe a determin-
ing point is the maintenance of the "right" topology. 
Mesh is undoubtedly the best choice for networks 

where there is no direct line of sight, high noise, and 
a high level of security in data transmission. Under 
high security, you do not understand encryption, but 
sure that measurements will reach the end device. In 
view of this and all these criteria, we conclude that 
the most suitable technology for Wireless sensor 
networks on board is ZigBee. It meets all the condi-
tions as someone even goes beyond expectations a 
few times. 
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