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Abstract: We propose to contribute to the problematic of Electricity Price Forecasting with a longitudinal statis-
tical approach. We focus our interest on forecasting intra-day prices using hourly data (disaggregated data) in a
multivariate approach rather than in the usually used univariate approach, by adjusting a mixed-effects longitudinal
model to the Iberian Electricity Market hourly prices from January 1th 2015 to June 26th 2016, in a total of 13 032
observations. Results indicate that a longitudinal approach considering a mixed-effects model, with month and
weekday as fixed effects, hour group as random effect and an AutoRegressive component of order 7 describing
the within hour dependence, yield a model that explains the intra-day and intra-hour dynamics for the electricity
hourly prices.
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1 Introduction
Under the 109th European Study Group with Industry
(ESGI 119)1, the company EDP - Energias de Portu-
gal submitted the mathematical challenge of simulat-
ing electricity prices not only for risk measures pur-
poses but also for scenario analysis in terms of pricing
and strategy.
EDP Group is an Energy Solutions Operator which
operates in the business areas of generation, supply
and distribution of electricity, and supply and distribu-
tion of gas. EDP, with nearly 14 000 MW2 of installed
capacity in the Iberian Electricity Market – MIBEL3,
is the only company in the Iberian Peninsula with gen-
eration, distribution and supply (both electricity and
gas) activities in Portugal and Spain.
The search for accurate models to predict price move-
ments can help develop profit-maximizing trading
strategies and optimal bidding techniques [5]. In fact,
important activities such as bidding strategies rely,
nowadays, on price forecast information to improve
decision making. There is, in fact, an increased sig-
nificant relevance of short term electricity forecasting
in the energy price research for trading and bidding,
since most of the electricity markets across the world
are liberalized [5].
The present work proposes a contribution to the stated
challenge, by presenting a longitudinal statistical ap-

1http://www.estgf.ipp.pt/esgi/
22012 update and excluding wind power
3http://www.mibel.com/

proach to Electricity Price Forecasting (EPF).
Statistical EPF models are mainly inspired from eco-
nomics literature (such as game theory models and
time-series econometric models). Murthy et. al., in
[16], summarize a selection of finance and economet-
rics inspired literature on spot electricity price fore-
casting. As [9] exposes, the statistical EPF models,
for short term price forecasting, commonly used are:

• univariate AutoRegressive models (AR);

• AutoRegressive Moving Average models
(ARMA);

• AutoRegressive Integrated Moving Average
(ARIMA);

• Seasonal ARIMA models (SARIMA).

Reported works have already been developed on
electricity price forecasting, applying statistical tech-
niques concerning the Portuguese and Spanish elec-
tricity market - the market operated by the group EDP
[3].
For example, [2] provides a method to predict next-
day electricity prices of mainland Spain market based
on the ARIMA methodology.
Also, [14] apply forecasting factor models to the mar-
ket framework in Spain and Portugal. More recently,
[15] proposes an enhanced hybrid approach composed
of an innovative combination of wavelet transform,
differential evolutionary particle swarm optimization,
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and an adaptive neuro-fuzzy inference system to fore-
cast short-term electricity market prices signals in dif-
ferent electricity markets (and also wind power) in
Portugal.
EPF literature has mainly concerned on models that
use information at daily level (aggregated data). How-
ever, we focus our interest on analysing intra-day
prices using hourly data (disaggregated data) in a mul-
tivariate approach rather than in the usually used uni-
variate approach. Hence, we consider a longitudinal
model that is able to incorporate the complex depen-
dence structure of a multivariate price series.
A day-ahead market consists in a system where agents
submit their bids and offers for the delivery of elec-
tricity for each hour of the next day before a certain
market closing time [9]. Hourly prices for next day
delivery are determined at the same time.
The present work studies the electricity prices of MI-
BEL. The daily market electricity prices can be given
as a strip of prices (one for each hour of the day), all
simultaneously observed once at a given time of each
day. Therefore, the daily market prices can be inter-
preted as a Longitudinal data.
Considering, in this particular analysis, the hours of
the day as subjects, and the electricity prices for those
hours for each day throughout the year, we are in the
presence of balanced longitudinal data, i.e., repeated
measurements for each subject (hour), taking at the
same moment (day).
Longitudinal mixed-effects models are extremely
popular in social, biological sciences and economet-
rics (often termed panel data in this last particulary
area) and their popularity is explained by the flexibil-
ity they offer in modeling the within-group correlation
often present in grouped data [4].
One example of their use in this context, although con-
cerning to hydro power, is the work of [7] where they
estimate hourly prices through panel data (longitudi-
nal data) methodology, for bidding optimization.
Huisman et. al. [6] give an interest insight and jus-
tification on the application of a panel model to de-
scribe the dynamics in day-ahead hourly prices. In
particular for three European wholesale power mar-
kets: the APX (the Netherlands), EEX (Germany)
and PPX (France). They clarify that the dynamics of
hourly electricity prices does not behave as a time se-
ries process. Instead, these prices should be treated
as a panel in which the prices of 24 cross-sectional
hours vary from day to day. Explaining that, within
the biding process, a trader uses exactly the same in-
formation to set the price for hour x as it uses to set
the price for hour y, where x 6= y. Proceeding to
the next day, the information set updates, but it up-
dates simultaneously for hour 1 through 24. Hence,
they conclude that hourly prices within a day behave

cross-sectionally and hourly dynamics over days be-
have according to time-series properties.
Our present work is an extension of [3] analysis,
where a vector autoregressive model with exogenous
variables (VARX) was proposed. In order to compare
the VARX approach with the longitudinal here pro-
posed, we also analysed the hourly prices from 2015
until 2016.
Since longitudinal models rely on the assumption,
among others, of independent subjects (in this par-
ticular case, hours), we initially tested for correlation
among the time series of electricity prices for the 24
hours of the day, by graphical interpretation of the cor-
relogram (a correlation matrix) and by preforming a
factorial analysis.
Results show the existence of the following three in-
dependent groups of hours:

A) from the 1st until the 7th hour;

B) from the 8th until the 18th hour;

C) from the 19th until the 24th hour.

We then adjusted a mixed-effects longitudinal
model to the data, considering the three groups as sub-
jects and, as reference time, the time since the first day
of the year.
By fitting a mixed-effects model to these data we
are able to make inferences about the fixed effects,
which represent average characteristics of the popu-
lation represented by these groups of hours, and the
variability amongst these three group of hours.
This paper is organized as follows: Section 2 presents
a summarized description of the database; Section
3 explains the methodology and Section 3 exposes
the main results, ending with the Conclusion Section
where suggestions for future work are also pointed.

2 Electricity Database
MIBEL, created in 2004, resulted from the cooper-
ation between the Portuguese and Spanish Govern-
ments with the aim of promoting the integration of
both countries’ electrical systems, involving the inte-
gration of their respective electric power systems and
their previous electricity markets.
MIBEL allows any consumer in the Iberian region
(mainland of Portugal and Spain) to purchase electri-
cal energy under a free competition regime from any
producer or retailer acting in that region [13]. As [13]
explain, daily and intraday markets are organized in a
daily session, where next-day sale and electricity pur-
chase transactions are carried out, and in six intraday
sessions that consider energy offer and demand, which

WSEAS TRANSACTIONS on SYSTEMS and CONTROL Ana Borges, Eliana Costa E Silva, Ricardo Covas

E-ISSN: 2224-2856 27 Volume 13, 2018



may arise in the hours following the daily viability
schedule fixed after the daily session.
The daily market electricity prices can be given as a
strip of prices (one for each hour of the day), all si-
multaneously observed once at a given time of each
day:

Yt = [y1t, y2t, . . . , ynt],

where

n = 1, . . . , 24 (or 23 or 25),

t = 1, 2, . . . .

Therefore, the daily market prices can be interpreted
as a multivariate time series.
In order to understand the complexity of the hourly
electricity prices, we present in Figure 1, as an
illustrative example, the hourly prices for the 31 days
of January 2016. This figure suggests a common
pattern among the different hours of the day, although
each intraday period displays a rather distinct price
profile, reflecting the somehow complex dynamics of
price over time.
For a deeper analysis of the pattern, Figure 2 presents
the 10th up to 90th percentiles MIBEL hourly prices
divided by price average of each day. From it we can
see the characteristic price profile.

Figure 1: MIBEL prices from January 2016 (graphic pro-
vided by EDP during the 119th ESGI).

The data analyzed in this work consists of disag-
gregated data, i.e., hourly day prices. Our sampling
period was specified from January 1th 2015 to June
26th 2016, yielding a total of 13 032 observations.
Given that the present analysis precedes our work
with this same data exposed in [3], we have consid-
ered the prices on the logarithmic scale as done on

Figure 2: Percentiles 10th to 90th of MIBEL hourly
prices divided by price average of each day (graphic pro-
vided by EDP during the 119th ESGI).

the referred analysis.

Figure 3 presents the MIBEL daily prices of the
24 hours from 01/01/2015 to 26/06/2016, along with
the smooth spline (green color) describing the mean
progression in time of daily electricity price. Since
the days 29/03/2015 and 27/03/2016 only presented
23 legal hours, these missing values were filled with
the previous hour price value, with the assumption
that the current data will be similar to the previous
ones (see also [3]).

Figure 4: Correlogram.

Since longitudinal models rely on the assump-
tion, among others, of independent subjects (in this
particular case, hours), we initially tested for corre-
lation among the time series of electricity prices for
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Figure 3: MIBEL hourly prices for each of the 24 hours of the day from 01/01/2015 to 26/06/2016 (data provided by
EDP during the 119th ESGI).

the 24 hours of the day. A graphical representation of
the correlation between the 24 time series, presented
on Figure 4, where larger and darker circles repre-
sent higher correlations, shows evidence for a clear
cross-sectional correlation structure in hourly electric-
ity prices.
Similar results were found in [6], where it is justified
that this effect arises because consumption and capac-
ity flows over the hours. The author explains that if
reserve capacity is low in one hour it will probably be
low in the next hour as well and if demand is high in
one hour it will probably be high in the next hour as
well. This is also justified by the complexity of the
electricity generation and the impossibility of storing
energy.
Taking that result into account, we grouped the 24
hours in the following three main independent sets:

A) from the 1st until the 7th hour;

B) from the 8th until the 18th hour;

C) from the 19th until the 24th hour.

Hence, in the present analysis we consider these
three groups, A, B and C as independent subjects. The
heterogeneity between the price dynamics in time for
each group of our is explicit in Figure 5, that presents
three smooth splines describing the mean progression
in time of electricity prices throughout the period
analysed. The mean progression in time for electricity
prices for group A (green color), that includes hours
from midnight until 7, presents lower electricity price
values, comparing to the other two groups. Being the

group C, that represents the last hours of the day, the
one that presents higher electricity price values on its
progression in time.

3 Methodology

Longitudinal data is usually characterized as response
variables that are measured repeatedly through time
for a group of individuals.
They are useful since they can provide detailed rep-
resentations of characteristics that are unique to each
subject, thus accounting for a possible problem of het-
erogeneity. The main characteristic of longitudinal
models is that they model both the dependence among
the response on the explanatory variables and the au-
tocorrelation among the responses. Ignoring correla-
tion in longitudinal data could lead to incorrect infer-
ences about the regression coefficients, inefficient es-
timates of the coefficients and, also, sub-optimal pro-
tection against biases causes by missing data [4].
Particulary in the present study, we are dealing with
hours of the day as subjects, and interested in mod-
elling the progression in time of the electricity prices
for those hours for each day throughout the year. We
are analysing balanced longitudinal data, i.e, repeated
measurements for each subject (hour), taking at the
same moment (day).
A mixed-effects model was adjusted to the data cor-
responding to the hourly prices from 01/01/2015 to
28/06/2016 divided in the three groups mentioned in
the previous section. The analysis was performed us-
ing R Statistical Software (version 3.3.0)[10], in par-
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Figure 5: Individual mean progression in time for each group of hour: A, B and C

ticular making use of the nlme package [11].
As explained in the previous section, there is, in our
perspective, a difference on the dynamic of three dis-
tinct group of hours, A, B and C. As so, to account
for the variability between the three groups of hours,
we adjusted the linear mixed-effects model proposed
by Laird and Ware (1982) where the ni dimensional
response vector yi for the i group is given by:

yi = Xiβ + Zibi + εi, (1)

i = 1, ...,M,

where the p-dimensional vector of random effects bi
are M i.i.d realizations ofN(0,Σ), the ni dimensional
within-group error vector εi with a spherical Gaussian
distribution with mean zero and variance σ2I .
The p dimensional vector of fixed effects associated
with the known fixed-effect covariates matrix Xi

(of type ni × p), and Zi (of type ni × p) is the
random-effects covariates matrix.
The random effects bi and the within-group errors εi
are assumed to be independent for different groups
and to be independent of each other for the same
group, i.e., the group of hours A, B and C are assumed
independent as so are the days in each group of hours.
For fixed-effects we considered the weekday and the
month among other covariates such as season of the
year, a dummy variable comparing weekday with
weekend. However, only the first two were significant
in the model.
The pattern of the empirical autocorrelation function
[1] of the within-group residuals, presented in Figure
6, suggests a strong correlation between two mea-

surements in time of lag 7.
Hence, we extend the basic linear mixed-effects
model to take into account a serial correlation among
observations in the same group of hours. Hence, to
model dependence among the within-group errors we
included an AutoRegressive component of order 7 in
our model (1).

Figure 6: Empirical autocorrelation function

As [8] explains, the general within-group corre-
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lation structure, for i = 1, ...,M and j, j′ = 1, ..., ni
can be expressed as:

cor(εij , εij′) = h[d(pij , pij′), ρ] (2)

where ρ is a vector of correlation parameters and
h(.) is a correlation function, continuous in ρ, such
that for two identical positions vectors pij = pij′ we
have a correlation of h(0, ρ) = 1.
The autoregressive model of order p,AR(p) expresses
the current observation as a linear function of previous
observations as:

εt = φ1εt−1 + ...+ φpεt−p + at (3)

where at is a homoscedastic noise term, centered
at 0 and assumed independent of the previous obser-
vations. The coefficients φi describe the dependence
between the price on day t with previous days.
Particulary, concerning the autoregressive model of
order 7, AR(7), the correlation function can be defined
recursively through the difference equation [1]:

h(k, φ) = φ1h(|k−1|, φ)+ ...+φ7h(|k−7|, φ), (4)

k = 1, 2, ...

Note that in a previous analysis [3] the autoregres-
sive coefficients of an adjusted VARX(7,0) explained
the existence of dependence within the hourly prices,
which corroborates our choice on the serial correla-
tion structure.
The estimates of the model were obtained by maxi-
mum likelihood methodology.

4 Main Results

Table 1 summarizes and compares the estimated pa-
rameters for the two longitudinal models fitted:

• RESC, which incorporates both the random ef-
fect intercept and a AR(7) serial correlation
within the group of hours;

• RE, which only accounts for a random effect in-
tercept between the group of hours.

Comparing the values of the loglikelihood of
both models and the respective Akaike information
criterion (AIC), we infer that the more complex
model, the one that incorporates a random intercept
effect and a AR(7) serial correlation within the
group of hours, provides an better fit. Hence, is
more adequate to describe the progression in time of
MIBEL electricity prices.
The reference (baseline) covariate categories for the

Table 1: Estimated Parameters Values for MIBEL
Electricity Prices Longitudinal Models

RESC RE
Model Model

Est p-value Est p-value
Intercept 4.438 < 0.001 4.491 < 0.001

Time -0.0014 < 0.001 -0.0014 < 0.001
Weekday
Tuesday 0.056 < 0.01 0.056 0.042

(Wednesday) 0.042 0.1203 0.043 0.1253
(Thursday) 0.048 0.0875 0.049 0.0813

Friday 0.059 0.0369 0.058 0.0371
Saturday -0.112 < 0.001 -0.113 < 0.001
Sunday -0.328 < 0.001 -0.328 < 0.001
Month
(March) -0.023 0.7445 -0.110 < 0.001
(April) -0.020 0.7715 -0.116 < 0.001
(May) 0.004 0.9493 -0.050 0.1145
June 0.307 < 0.001 0.329 < 0.001
July 0.382 < 0.001 0.378 < 0.001

August 0.428 < 0.001 0.368 < 0.001
September 0.374 < 0.001 0.322 < 0.001

October 0.381 < 0.001 0.327 < 0.001
November 0.413 < 0.001 0.396 < 0.001
December 0.500 < 0.001 0.442 < 0.001

σ2 0.0205 0.0219
φ1 0.5040
φ2 -0.0590
φ3 0.0419
φ4 0.0564
φ5 -0.0159
φ6 0.0544
φ7 0.1148
τ2 0.0916 0.0893

Log Likelihood -72.16 -352.29
AIC 200.2749 746.5801

fixed effects are Monday, as weekday, and January, as
month.
Analysing the categories that have a significant effect
on the mean progression in time of the electricity
prices, we can infer that weekdays such as Tuesday
and Friday have an increasing effect on the progres-
sion of electricity price log values (positive values of
the coefficient estimates), comparing to the Monday
(the reference category). While Saturday and Sunday
have a decreasing effect on the electricity price log
values (negative values of the coefficient estimates),
in comparison to Monday.
In this aspect, the main difference between the
two models, RESC and RE, relies on the effect of
Tuesday, which ceases to have on the latter.
Furthermore, results suggest that it is not expected
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a significant difference between electricity prices
between March (p-value = 0.7445), April (p-value
= 0.7715) and May (p-value = 0.9493) comparing to
January (the reference category). On the other hand,
months from June to December will represent an
increase on the starting value of the mean progression
in time of the electricity prices, since they present a
positive value on the coefficient estimates. Never-
theless, it is worth of pointing out that, for the RE
model, it resulted that there is a significant difference
between electricity prices between March and April
comparing to the reference category.
For model diagnose we constructed the boxplot of
residuals by group of hour (A, B and C) for the RESC
model. This plot is useful for verifying that the errors
are centered at zero and have constant variance across
the three hour groups, and are independent of the
group levels.

Figure 7: Boxplot of residuals per group of hour for
RESC longitudinal model

Analysing the boxplots presented in Figure 7, we
can observe that the residuals are centered at zero, but
that the variability changes with group. However, the
standardized residuals are small, suggesting that the
model is successful in explaining the variation of elec-
tricity price.
Which can be also seen by inspection of the plot of
the observed responses versus the within-group fitted
values presented in Figure 8. The fitted values are in

close agreement with the observed electricity prices.

Figure 8: Scatterplot of observed responses ver-
sus within-group fitted values for RESC longitudinal
model.

5 Conclusions and Future Work
The challenge proposed by EDP at ESGI119 con-
sisted in predicting and modelling the electricity
prices variation, not only for risk measures purposes,
but also for scenario analysis in terms of pricing and
strategy. It is understandable that fitting an adequate
model to predict and describe price dinamic can lead
to profit-maximizing trading strategies and optimal
bidding techniques.

Data provided by EDP, concerning hourly
electricity prices from 2015 to 2016, was analysed
making use of a longitudinal model.

Results show that the longitudinal modeling
approach considering a mixed-effects model, with
the season of the year and the type of day (weekday
versus weekend day) as fixed effects and the hour
group as random effect, yield a model that explains
the intra-day and intra-hour dynamics of the hourly
prices.

By fitting a mixed-effects model to these data
we are able to make inferences about the fixed
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effects, which represent average characteristics of the
population represented by these groups of hours, and
the variability amongst the three group of hours.

In subsequent work, we aim to improve the
model performance by testing and introducing exoge-
nous covariates such as fuel prices or the capacity
surplus. Also, we intend to forecasts future MIBEL
electricity prices based on the theory of best linear un-
biased predictors, BLUPs, extending the work of [12].
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