
Group consensus tracking control of dynamical multi-agent
systems with time delays via pinning leader-follower approach

KEPENG HAN
Tianjin University

Department of Mathematics
Weijin Street 92, Nankai district, Tianjin

CHINA
kepeng han@foxmail.com

DONGMEI XIE*
Tianjin University

Department of Mathematics
Weijin Street 92, Nankai district, Tianjin

CHINA
dongmeixie@tju.edu.cn

Abstract: In this paper, we focus on studying the group consensus tracking issue of single-integrator and second-
integrator multi-agent systems with fixed communication topology and time delays under a pinning control pro-
tocol, respectively. For the former, We aim to propose some necessary and/or sufficient group consensus tracking
conditions by using Lyapunov-Krasovskii function. For the latter, the observer-based bounded group consen-
sus tracking control problem of second-order multi-agent systems in a disturbance environment is investigated,
and some sufficient bounded group consensus tracking criteria are established. Moreover, this paper proposes a
method of graph refactoring to find the relationship between the communication topology graph and matrix. Fi-
nally, numerical simulations are given to verify the effectiveness of our theoretical results.
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1 Introduction

In recent years, consensus problem of multi-agent
systems (MASs) has attracted a great deal of attention
because of its broad applications including schedul-
ing of automated highway systems, formation control
of satellite clusters, cooperative control of mobile au-
tonomous robots, flocking control of multi-agent sys-
tems, spacecraft formation flying and so on. As far
as we know, consensus problem can be divided in-
to leaderless consensus and leader-following consen-
sus according to the existence/nonexistence of a lead-
er. Leaderless consensus means to design appropriate
protocols and algorithms such that a group of agents
can converge to a common value. Leader-following
consensus (i.e., coordinated tracking problem or con-
sensus tracking problem) represents that in a multi-
agent team, there exists a leader or a reference signal
which specifies an objective for all other agents (i.e.,
follower) to follow.

Recently, many generalized consensus problems
such as consensus tracking problem and group con-
sensus were addressed in the literature. [1] investigat-
ed the consensus tracking for a class of second-order
multi-agent dynamic systems with disturbances and
unmodeled agent dynamic. Consensus tracking prob-
lems with, respectively, bounded control effort and di-

rected switching interaction topologies were consid-
ered in [2]. [3] considered a leader-following consen-
sus problem of a group of autonomous agents with
time-varying coupling delays. The observer-based
bounded tracking control problem for multi-agent sys-
tems in a disturbance environment via sampled-data
control was investigated in [6]. Group consensus
problem aims to design appropriate protocols and al-
gorithms such that agents in a network reach more
than one consistent state, that is, the group consen-
sus problem considers a network which is divided into
multiple sub-networks, and each sub-network reach a
different consistent value at last. In [9], group consen-
sus in multi-agent systems with switching topologies
and communication delays was discussed by introduc-
ing double-tree-form transformation. Group consen-
sus of multi-agent systems with undirected topology
was considered in [10] and several criteria were es-
tablished based on graph theories and matrix theo-
ries. When the information exchange was directed,
a novel consensus protocol was designed to solve the
group consensus problem in [11]. [12] investigated a
group consensus problem of multi-agent systems with
sampled data, and a distributed linear consensus pro-
tocol was first designed to solve the group consen-
sus problem. In [15-18], all the agents took the form
of single-integrator dynamics, while [13] studied the
group consensus of double-integrator dynamic, and p-
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resented convergence analysis by applying two differ-
ent consensus protocols. On the other hand, due to
the absence of global information that can be used to
achieve group coordination, it is necessary to consider
the distributed observers design issue for multi-agent
systems ( See [6], [7] and [8]).

Moreover, nowadays group consensus tracking
issue of multi-agent systems has been pointed out and
attracted the researcher’s attention, which can be re-
garded as a generalization of consensus tracking prob-
lem and group consensus. Due to the complexity of
group consensus tracking issue, few papers has been
published in this topic. The group consensus tracking
issue of second-order nonlinear multi-agent system-
s via pinning control scheme were addressed in [14],
where the pinning protocol was designed according to
the agent’s property, that is, the inter-act agent and the
intra-act agent. [15] investigated the group consen-
sus tracking problem for multi-agent networks with
directed topology and static virtual leader by design-
ing a novel pinning control protocol, that is, the nodes
with zero in-degree should be pinned.

Inspired by the above analysis, in this paper, we
will investigate the group consensus tracking issue of
continuous-time first-order and second-order multi-
agent systems with active virtual leaders and time
delays, respectively. Firstly, we use a novel pin-
ning scheme, where the node with zero in-degree will
be pinned. Secondly, we apply Lyapunov function
method to solve the group consensus tracking issue
and give the upper bound of delay τ , respectively.
Thirdly, we adopt the method of graph refactoring to
find the relationship between the matrix L+D and a
new refactored graph, which provides an easy way to
determine whether L+D is positive stable.

The outline of this paper is as follows. Some ba-
sic definitions and supporting results are presented in
Section 2. Our main results are given in Section 3.
Numerical examples are given in Section 4 to illus-
trate our results. And conclusions are finally drawn in
Section 5.

Notations: We use standard notations through-
out this paper. Rn and C denote the n-dimensional
Euclidean space and the sets of complex numbers, re-
spectively. In represents the identity matrix of dimen-
sion n, and 0n represents the zero matrix of dimen-
sion n. diag{·} and det(·) represent the diagonal ma-
trix and determinant of a matrix, respectively. Re(·)
and Im(·) denote real and imaginary part, respective-
ly. For real symmetric matricesX and Y , the notation
X ≥ Y (respectively, X > Y ) means that the matrix
X −Y is positive semi-definite (respectively, positive
definite). ā represents the conjugate complex number
of a. The superscript T denotes the transpose. Λ(A)
denotes all the eigenvalues of matrix A.

2 Problem formulations and prelim-
inaries

Let G = (V ,E ,A ) be a weighted directed graph
of orderN with the set of nodes V ={v1, v2, · · · , vN},
set of edges E ⊆ V × V , and the nonsymmetric
weighted adjacency matrix A = [aij ] ∈ RN×N with
real adjacency elements aij . The node indexes belong
to a finite index set ℓ = {1, 2, · · · , N}. An edge of G
is denoted by eij = (vj , vi). The adjacency elements
associated with the edges of the graph are nonzero,
i.e., eij ∈ E if and only if aij ≠ 0. Moreover, we
assume aii = 0 for all i ∈ ℓ. In this paper, the graph
is always supposed to be simple (without self-loops
and multiple edges), i.e., aii = 0 for all i ∈ ℓ. The
in-degree and out-degree of the node i can be defined
as follows:

degin(i) =
N∑

j=1,j ̸=i

aij ,

degout(i) =
N∑

j=1,j ̸=i

aji.

The Laplacian matrix L = [lij ] ∈ RN×N associ-
ated with the weighted adjacency matrix A is defined
as follows:

lij =


−aij , j ≠ i,

N∑
k=1,k ̸=i

aik, j = i.

The communication topology graph G is said to
contain a directed spanning tree if there exists at least
one node which has a directed path to all the other
nodes.

2.1 Problem formulations

In this section, some basic knowledge on graph
theory, problem formulations, some definitions and
lemmas are given as the preliminaries of this paper.

2.2 Graph theory

Suppose that the network hasN followers andm lead-
ers, m ≥ 2, where all the followers are divided intom
groups and each group has a leader. Introduce a func-
tion σ : ℓ := {1, 2, · · · , N} → {1, 2, . . . ,m}, where
σ(i) = j denotes the i-th agent belongs to the j-th
group. For simplicity, in the sequel, we use σi instead
of σ(i). Let ϕj denote the set of all the nodes in the
j-th group with {1, 2, . . . , N} = ϕ1 ∪ ϕ2 ∪ · · · ∪ ϕm
and ϕp ∩ ϕq = ∅ for p ̸= q.
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The dynamic of each follower in the first-order
MASs is described as follows:

ẋi(t) = ui(t), i ∈ ℓ := {1, 2, · · · , N}, (1)

where xi ∈ Rn is the position state of the i-th agent,
and ui ∈ Rn is the control input.

The dynamics of the active virtual leader in ev-
ery group for multi-agent system (1) is described as
follows:

ẏσi(t) = aσi(t), i ∈ ℓ, σi ∈ {1, 2, . . . ,m}, (2)

where yσi ∈ Rn is the position state of the σi-th vir-
tual leader. aσi ∈ Rn, and if aσi ≠ 0, then the σi-th
virtual leader is dynamic, otherwise the σi-th virtual
leader is static.

In multi-agent systems, time delays are usually
inevitable due to the possible slow process of inter-
actions among agents, which may cause that the a-
gents can not get instant information from each oth-
er. Consensus algorithms without considering time
delays may lead to decreased system performance.
Therefore, this paper will adopt the control protocol
with time delays as follows:

ui(t) = aσi(t) + α

N∑
j=1j≠i

aij [xj(t− τ)

− xi(t− τ)] + α

N∑
j=1

lijyσj (t− τ)

− αdi[xi(t− τ)− yσi(t− τ)],

(3)

where α, di, aij , lij are defined as above and time de-
lay τ > 0 is a constant.

Remark 1. Our protocol (3) not only takes full ac-
count of the effect of time delay but also assumes that
the virtual leader in protocol (3) can be static or dy-
namic, which generalizes the control protocol in [15]
to a more practical case.

Define ei(t) = xi(t) − yσi(t), e(t) :=
[eT1 (t), e

T
2 (t), . . . , e

T
N (t)]T , H := L+D, then we get

ė(t) = −αHe(t− τ), (4)

whereD = diag{d1, d2, . . . , dN} with the pinned co-
efficient di ≥ 0 is the pinned matrix.

Remark 2. Summarizing the above analysis, the
group consensus tracking of system (1) can be equiv-
alently converted into the asymptotical stability of the
error system (4).

The dynamics of each follower in the second-
order MASs is described by{

ẋi(t) = vi(t) + δ1i (t),
v̇i(t) = ui(t) + δ2i (t), i ∈ ℓ := {1, 2, · · · , N}, (5)

where xi ∈ Rn and ui ∈ Rn are defined as
above, vi ∈ Rn is the velocity of the i-th agen-
t. δji (t)(j = 1, 2) are the bounded disturbances of
system (5), which satisfies |δji | ≤ δ̃ < +∞ for all
j = 1, 2; i ∈ ℓ.

The dynamics of the active virtual leader in each
group of multi-agent system (5) is described as fol-
lows:{

ẏσi(t) = wσi(t),
ẇσi(t) = aσi(t), i ∈ ℓ, σi ∈ {1, 2, . . . ,m}, (6)

where yσi ∈ Rn and aσi ∈ Rn are defined as above,
wσi ∈ Rn is the velocity the σi-th virtual leader. S-
ince it is difficult to obtain the velocity value wσi of
the leader in real time in some practical engineering
system, it is necessary to design a distributed observer
to estimate it. To be more specific, denote by v̂i an es-
timate of wσi by agent i. Then, in order to guarantee
that the follower-agent i can track the active leader
in each group, the following observer-based pinning
control protocol is given as follows:

˙̂vi(t) = aσi(t) +
α

β
[

N∑
j=1j≠i

aij(xj(t− τ)

− xi(t− τ))− di(xi(t− τ)− yσi(t− τ))

+
N∑
j=1

lijyσj (t− τ)],

(7)

ui(t) = aσi(t)− β(vi(t)− v̂i(t))

+ α
N∑

j=1j ̸=i

aij [xj(t− τ)− xi(t− τ)]

+ β

N∑
j=1j ̸=i

aij [vj(t− τ)− vi(t− τ)]

+ α
N∑
j=1

lijyσj (t− τ) + β
N∑
j=1

lijwσj (t− τ)

− αdi[xi(t− τ)− yσi(t− τ)]

− βdi[vi(t− τ)− wσi(t− τ)],

(8)

where α, β, aij , lij are defined as above and time
delay τ > 0 is a constant.

Define ξ(t) := [x∗T (t), v∗T (t), v̂∗T (t)]T . Then,
system (1) under observer-based control protocol
(7)(8) can be further rewritten as

ξ̇(t) =W1ξ(t) +W2ξ(t− τ) + δ(t), (9)
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where W1 :=

 0N IN 0N
0N −βIN βIN
0N 0N 0N

, W2 := 0N 0N 0N
−αH −βH 0N
−α

βH 0N 0N

, matrix H and δ(t) are de-

fined as above.

Remark 3. Summarizing the above analysis, the
bounded group consensus tracking of system (5) un-
der the observer-based pinning control protocol (7)
(8) can be equivalently converted into the boundness
of the tracking error system (9), respectively. This
provides us an efficient method to study the bounded
group consensus tracking of system (5).

2.3 Important lemmas

Some basic lemmas are given in this subsection.

Lemma 1. [19] For a nonsingular matrixA = [aij ] ∈
Rn×n, the following statements are equivalent:
(i) matrix A is positive stable;
(ii) all eigenvalues of A have positive real part, i.e.,
Re(λi(A)) > 0 for all i = 1, 2, . . . , n.

Lemma 2. [3] For the communication topology
graph Ḡ with N followers and a virtual leader, the
matrix H = L + B is positive stable if and on-
ly if the communication topology graph Ḡ contains
a directed spanning tree, where L is Laplacian ma-
trix, B = diag{b1, b2, . . . , bN} is the leader adjacen-
cy matrix associated with topology graph Ḡ , where
bi > 0 if node 0 has access to the node i (that is, there
exists a directed path from the virtual leader to agent
i, i ∈ ℓ), and otherwise bi = 0.

Lemma 3. [18] Let Y =

 A11 A12 A13

A21 A22 A23

A31 A32 A33

,

where Aij ∈ Rn×n, i, j = 1, 2, 3. If matrix
Aij , i, j = 1, 2, 3 commute pairwise, then det(Y ) =
det(A11A22A33 + A12A23A31 + A13A32A21 −
A13A22A31 −A12A21A33 −A11A32A23).

Lemma 4. [5] Consider the following systems:{
ẋ = f(xt), t > 0,
x(θ) = ψ(θ), θ ∈ [−r, 0], (10)

where xt(θ) = x(t + θ), ∀ θ ∈ [−r, 0] and f(0) = 0.
Let C([−r, 0],Rn) be a Banach space of continuous
functions defined on an interval [-r,0], taking values
in Rn with the topology of uniform convergence, and
with a norm ∥ψ∥c = max

θ∈[−r,0]
∥ψ(θ)∥.

Let ϕ1, ϕ2 and ϕ3 be continuous, nonnegative,
nondecreasing functions with ϕ1(s) > 0, ϕ2(s) > 0,
ϕ3(s) > 0 for s > 0, ϕ1(0) = ϕ2(0) = 0. For system
(10), suppose that the function f : C([−r, 0],Rn) →
R takes bounded subsets of C([−r, 0],Rn) in bound-
ed subsets of Rn. If there exist a continuous function
V : R × Rn → R and a continuous nondecreasing
function ϕ(s) with ϕ(s) > s for s > 0 such that

(i) ϕ1(∥x∥) ≤ V (t, x) ≤ ϕ2(∥x∥),
(ii) V̇ (t, x(t)) ≤ −ϕ3(∥x∥), if V (t + θ, x(t +

θ)) < ϕ(V (t, x(t))), θ ∈ [−r, 0],
then the solution x = 0 is uniformly asymptotically
stable.

Lemma 5. [4] Given a complex coefficient third-
order polynomial as follows: f(s) = s3 + a1s

2 +
a2s + a3, where a1, a2, a3 ∈ C, all the roots of poly-
nomial f(s) are in the open left half plane, i.e., f(s)
is Hurwitz stable if and only if:

(i) Re(a1) > 0;

(ii) Re(a1)Re(a1ā2 − a3)− Im2(a2) > 0;

(iii) [Re(a1)Re(a2ā3)−Re2(a3)][Re(a1)×
Re(a1ā2 − a3)− Im2(a2)]− [Re(a1)×
Im(ā1a3) +Re(a3)Im(a2)]

2 > 0.

Lemma 6. [17] Suppose that a symmetric matrix is

partitioned as S =

[
S11 S12
ST
12 S22

]
, where S11, S22 are

square matrices. Then the following three conditions
are equivalent:

(i) S > 0(< 0);
(ii) S11 > 0(< 0) and S22 − ST

12S
−1
11 S12 > 0(< 0);

(iii) S22 > 0(< 0) and S11 − S12S
−1
22 S

T
12 > 0(< 0).

For the directed topology graph Ḡ withN follow-
ers and a virtual leader, Lemma 2 established the rela-
tionship between the communication topology graph
and the matrix L+B. Naturally, we can’t help asking
the following problem: for the multi-agent system
with m groups and m leaders in this paper, is it
possible for us to establish similar relationship be-
tween the matrix L+D and a new communication
topology graph?

Our answer to this question is positive. A lemma
similar to Lemma 2 is established as follows:

Lemma 7. The following three conditions are equiv-
alent:

(a) The matrix H = L + D in system (4)/(9) is
positive stable.

(b) There exists a new refactored communication
topology graph Ḡ containing a directed spanning tree.

(c) The nodes with zero in-degree in the follower’s
communication topology graph should be chosen as
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the pinned nodes, whose pinned coefficient can choose
arbitrary nonzero constants.

Proof. (I) We first prove the equivalence between (a)
and (b). The specific refactoring method is outlined as
follows:

Step 1: Determine what kind of nodes should be
pinned.

Step 2: Add virtual leader (denoted by node 0) in
the communication topology graph of the followers,
and guarantee that node 0 has access to those pinned
nodes.

Then, we obtain a new topology graph Ḡ .
If the i-th agent is pinned, then the corresponding

pinned coefficient di > 0. Here, we may choose di =
1. For the case di ̸= 1, similar to the proof of Lemma
2, we can still prove this lemma.

It should be further noted that the leader adjacen-
cy matrix B of Ḡ is equal to the the pinned matrix
D of system (1). By Lemma 2, Lemma 7 obviously
holds.

(II) Next, we prove the equivalence between (b)
and (c).

(c) ⇒ (b). According to the refactored method,
there must exists a directed path from the node 0 to the
pinned nodes. For a given unpinned node i, in order
to prove that (b) holds. We need to prove that node 0
also has a directed path to the unpinned nodes. Here,
we prove it by contradiction.

Suppose that node 0 has no directed path to a un-
pinned node, then node 0 will have no directed path
to its parent node. Since node 0 has no directed path
to its parent node, node 0 must have no directed path
to the parent’s parent node. And so forth, we can find
a node with zero-degree, but there does not exist a di-
rected path from node 0 to it, which is in contradiction
with our pinned strategy.

(b) ⇒ (c). If a node with zero in-degree is not
pinned, according to our refactored mehod, there does
not exist a directed path from node 0 to the node,
which means that the communication topology graph
Ḡ does not contain a directed spanning tree. This is
in contradiction with (b). Hence, the nodes with ze-
ro in-degree must be pinned. Furthermore, from the
proof in (I), we know that the pinned coefficient can
be arbitrary constants for the pinned nodes. Hence, (c)
holds.

Summarizing the above analysis, this lemma
holds.

Based on lemma 7, our pinning strategy is given
as follows: choose the nodes with zero in-degree as
the pinned nodes, whose pinned coefficient can be
arbitrary nonzero constants.

Remark 4. Lemma 7 provides us a new method to de-
termine the stability of L+D by checking whether the
refactored communication graph Ḡ contains a direct-
ed spanning tree, which can be further guaranteed by
choosing the pinning strategy. Lemma 7 can also be
regarded as an generation of Lemma 2 above.

Lemma 8. Suppose that the nodes with zero in-degree
are chosen as the pinned nodes. Then, all eigenvalues
of matrix W = W1 + W2 have negative real part,
i.e., matrix W is Hurwitz stable if and only if system
parameters α, β satisfy

(I) If Im(µi) = 0,{
α > 0,
β > max{ 1

µi+1}.
(11)

(II) If Im(µi) ≠ 0,

β > max{ Re(µi)
|µi|2+Re(µi)

},

max{0, Y−
√

Y2−4β3|µi|2Im4(µi)(Re(µi)+1)

2|µi|2Im2(µi)
} < α <

min{Y+
√

Y2−4β3|µi|2Im4(µi)(Re(µi)+1)

2|µi|2Im2(µi)
,

(Re(µi)+1)(β2|µi|2+β2Re(µi)−βRe(µi))
Im2(µi)

},
Y2 − 4β3|µi|2Im4(µi)(Re(µi) + 1) > 0,

0 < Y <
√

Y2 − 4β3|µi|2Im4(µi)(Re(µi) + 1)
+2|µi|2(Re(µi) + 1)(β2|µi|2 + β2Re(µi)
−βRe(µi)),

(12)
where α, β are defined above, Y = β|µi|2(Re(µi) +
1)(β|µi|2+βRe(µi)−2Re(µi))−βRe(µi)Im2(µi)+
Re3(µi), µi is the eigenvalue of matrix H .

Proof. Assume µi be the i-th eigenvalue of matrix H .
By Lemma 7, Re(µi) > 0, µi ∈ Λ(H), i ∈ ℓ. Note
that the characteristic polynomial of matrix W is giv-
en as follows:

det(sI3N −W ) = det

 sIN −IN 0N

αH sIN + βIN + βH −βIN
α
β
H 0N sIN


= det{s3IN + (βH + βIN )s2 + αHs+ αH}

=

N∏
i=1

{s3 + β(µi + 1)s2 + αµis+ αµi}

:=
N∏
i=1

gi(s).

Therefore, matrixW is Hurwitz stable if and only
if all the roots of polynomial gi(s) = 0 lie in the left
half open plane. Furthermore, gi(s) can be rewritten
as

gi(s) = s3 + β[Re(µi) + 1 + iIm(µi)]s
2

+ α[Re(µi) + iIm(µi)]s+ α[Re(µi) + iIm(µi)].
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(A) If Im(µi) = 0, by Hurwitz criteria of the real
coefficient polynomial, gi(s) is Hurwitz stable if and
only if 

β(µi + 1) > 0,
αµi > 0,
βαµi(µi + 1) > αµi,

which is equivalent to α > 0, β > 1
µi+1 . Thus, (11)

holds.
(B) If Im(µi) ≠ 0, by Lemma 5, the complex co-

efficient third-order polynomial gi(s) is Hurwitz sta-
ble if and only if the following inequalities hold:

(1) β[Re(µi) + 1] > 0,

(2) [Re(µi) + 1][β2|µi|2 + β2Re(µi)− βRe(µi)]

− αIm2(µi) > 0,

(3) αβ2|µi|2[|µi|2 +Re(µi)][Re(µi) + 1]

− αβRe(µi)[2|µi|2 + 2|µi|2Re(µi) + Im2(µi)]

− α2|µi|2Im2(µi) + αRe3(µi)

− β3Im2(µi)[Re(µi) + 1] > 0.

The above inequalities can be rewritten as
(i) (Re(µi) + 1)(β2|µi|2 + β2Re(µi)

−βRe(µi))− αIm2(µi) > 0,
(ii) |µi|2Im2(µi)α

2 − [β|µi|2(Re(µi) + 1)(β|µi|2
+βRe(µi)− 2Re(µi))− βRe(µi)Im

2(µi)
+Re3(µi)]α+ β3Im2(µi)(Re(µi) + 1) < 0.

We can further get

(i) α < [Re(µi)+1][β2|µi|2+β2Re(µi)−βRe(µi)]

Im2(µi)
,

(ii) Y > 0,
∆ = Y2 − 4β3|µi|2Im4(µi)(Re(µi) + 1) > 0,
Y−

√
Y2−4β3|µi|2Im4(µi)(Re(µi)+1)

2|µi|2Im2(µi)
< α <

Y+
√

Y2−4β3|µi|2Im4(µi)(Re(µi)+1)

2|µi|2Im2(µi)
,

Y −
√

Y2 − 4β3|µi|2Im4(µi)(Re(µi) + 1) <
2|µi|2(Re(µi) + 1)(β2|µi|2 + β2Re(µi)− βRe(µi)),
(Re(µi) + 1)(β2|µi|2 + β2Re(µi)− βRe(µi)) > 0,

where Y = β|µi|2(Re(µi) + 1)(β|µi|2 + βRe(µi)−
2Re(µi))− βRe(µi)Im

2(µi) +Re3(µi).
According to the above inequalities, obviously,

(12) holds.
Analyzing the above discussions, Re(λi(W )) <

0, for all λi ∈ Λ(W ), i ∈ ℓ, if and only if polynomial
g(s) is Hurwitz stable, which can be further equivalent
to system parameters α, β satisfying the inequalities
(11) and (12).

3 Main results

In this section, we aim to use Lyapunov function
to find the upper bound τ∗ of time delays τ such that
system (1)/ (5) can achieve group consensus tracking
asymptotically for all τ ∈ [0, τ∗).

3.1 group consensus tracking of first-order
MASs with time delays

In this subsection, we mainly apply Lyapunov-
Krasovskii function method to solve the tracking is-
sue of system and give the upper bound of delay τ by
employing the LMI toolbox in MATLAB.
Theorem 1. Suppose that the nodes with zero in-
degree are chosen as the pinned nodes. Then, system
(1) under protocol (3) can achieve group consensus
tracking asymptotically, if there exist symmetric posi-
tive definite matrices P , Q, R ∈ RN×N such that −PH −HTP +Q PH 0N×N

HTP −R
τ

0N×N

0N×N 0N×N −Q+ τHTRH

 < 0. (13)

Proof. Define a Lyapunov-Krasovskii function for
system (4) as follows:

V (t) = eT (t)Pe(t) +

∫ t

t−τ
eT (s)Qe(s)ds

+

∫ 0

−τ

∫ t

t+θ
ėT (s)Rė(s)dsdθ,

(14)

where P,Q,R ∈ RN×N are symmetric positive defi-
nite matrices.

Taking the derivative of V (t) along the trajectory
of (4) yields

V̇ (t) = −2eT (t)PHe(t− τ) + eT (t)Qe(t)

− eT (t− τ)Qe(t− τ)−
∫ t

t−τ
ėT (θ)Rė(θ)dθ

+ τeT (t− τ)HTRHe(t− τ).

Due to the fact that e(t−τ) = e(t)−
∫ t
t−τ ė(s)ds,

and for any x, y∈ Rn and any symmetric positive def-
inite matrix R̄, we get

2xT y ≤ xT R̄−1x+ yT R̄y.

Then we have
−2eT (t)PHe(t− τ) = −2eT (t)PHe(t)

+ 2eT (t)PH

∫ t

t−τ
ė(s)ds

≤ −2eT (t)PHe(t)

+ τeT (t)PHR−1HTPe(t)

+

∫ t

t−τ
ėT (s)Rė(s)ds.
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Consequently,

V̇ (t) ≤ −2eT (t)PHe(t) + τeT (t)PHR−1HTPe(t)

+ eT (t)Qe(t)− eT (t− τ)Qe(t− τ)

+ τeT (t− τ)HTRHe(t− τ)

= eT (t)(−PH −HTP + τPHR−1HTP +Q)e(t)

+ eT (t− τ)(−Q+ τHTRH)e(t− τ) < 0,

that is,

[eT (t), eT (t− τ)]

[
J 0N×N

0N×N K

]
[e(t), e(t− τ)]T

< 0.

where J = −PH − HTP + τPHR−1HTP + Q,
K = −Q+ τHTRH .

Group consensus tracking for multi-agent system
(1) can be achieved if the following matrix inequality
holds [

J 0N×N

0N×N K

]
< 0. (15)

Then, by Schur complement formula, (15) holds if
and only if (13) holds. This completes the proof.

Next, we will consider the following problem:
how to seek the optimal solution of the time-delay τ
in the matrix inequality (13)? In the sequel, we try
to use optimization method to give the upper bound
τ∗.

By Schur complement formula, matrix inequality
(13) holds if and only if

−PH −HTP +Q PH 0N×N 0N×N

HTP −R
τ 0N×N 0N×N

0N×N 0N×N −Q HTR
0N×N 0N×N RH −R

τ

 < 0,

which can be converted into the following form
−PH −HTP +Q PH 0N×N 0N×N

HTP 0N×N 0N×N 0N×N

0N×N 0N×N −Q HTR
0N×N 0N×N RH 0N×N



< h


0N×N 0N×N 0N×N 0N×N

0N×N R 0N×N 0N×N

0N×N 0N×N 0N×N 0N×N

0N×N 0N×N 0N×N R

 ,
(16)

where h =
1

τ
, matrix R > 0. Introduce an inter-

mediate variable X ∈ RN×N , by (16), it is easy to

get

Y :=


−PH −HTP +Q PH 0N×N 0N×N

HTP −X 0N×N 0N×N

0N×N 0N×N −Q HTR
0N×N 0N×N RH −X

 < 0,

where X < hR, R > 0.
Then the minimum value of h (i.e., the maximum

value of time delays τ ) can be computed by solving
the following optimization problem:

min h

s.t.
0 < P
0 < Q
0 < R
Y < 0
X < hR,

(17)

which can easily be solved by employing the LMI
Toolbox in MATLAB.

3.2 Bounded group consensus tracking of
second-order MASs with time delays

In this subsection, we aim to use Lyapunov func-
tion method to establish the bounded tracking control
criteria of time-delay system (9).

Theorem 2. Suppose that the nodes with zero in-
degree are chosen as the pinned nodes and control
gains α, β satisfy inequality (11) and (12), then sys-
tem (5) with observer-based control protocol (7) and
(8) can achieve the bounded group consensus tracking

for τ < τ∗ :=
µ̄

2ϵ
, specifically,

lim
t→+∞

∥ξ(t)∥ ≤Mδ̃ := λ+δ̃

√
2τ

λ−(µ̄− 2τϵ)
< +∞, (18)

where Mδ̃ depends on δ̃.

Proof. Define a Lyapunov function V (ξ(t)) =
ξT (t)Pξ(t) with symmetric positive definite matrix
P .

Noting that

ξ(t− τ) = ξ(t)−
∫ 0

−τ
ξ̇(t+ s)ds

= ξ(t)−W1

∫ 0

−τ
ξ(t+ s)ds

−W2

∫ 0

−τ
ξ(t+ s− τ)ds

−
∫ 0

−τ
δ(t+ s)ds,
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system (9) can be rewritten as

ξ̇(t) = (W1 +W2)ξ(t)−W2W1

∫ 0

−τ

ξ(t+ s)ds

−W 2
2

∫ 0

−τ

ξ(t+ s− τ)ds−W2

∫ 0

−τ

δ(t+ s)ds

=Wξ(t)−W2

∫ 0

−τ

δ(t+ s)ds−W3

∫ 0

−τ

ξ(t+ s)ds

−W4

∫ 0

−τ

ξ(t+ s− τ)ds,

where W :=W1 +W2, W3 :=W2W1, W4 :=W 2
2 .

The derivative of V (ξ(t)) is given by

V̇ (ξ(t)) = ξT (t)(PW +W TP )ξ(t)

− 2ξT (t)PW3

∫ 0

−τ
ξ(t+ s)ds

+ 2ξT (t)PW4

∫ 0

−τ
ξ(t+ s− τ)ds

− 2ξT (t)PW2

∫ 0

−τ
δ(t+ s)ds.

(19)

Due to the fact that for any x, y∈ Rn and any
symmetric positive definite matrix R̄, we get

2xT y ≤ xT R̄−1x+ yT R̄y.

Then, it follows that

− 2ξT (t)PW3

∫ 0

−τ
ξ(t+ s)ds

≤ τξT (t)PW3P
−1W T

3 Pξ(t)

+

∫ 0

−τ
ξT (t+ s)Pξ(t+ s)ds.

Similarly,

− 2ξT (t)PW4

∫ 0

−τ
ξ(t+ s− τ)ds

≤ τξT (t)PW4P
−1W T

4 Pξ(t)

+

∫ 0

−τ
ξT (t+ s− τ)Pξ(t+ s− τ)ds,

− 2ξT (t)PW2

∫ 0

−τ
δ(t+ s)ds

≤ τξT (t)PW2P
−1W T

2 Pξ(t)

+

∫ 0

−τ
δT (t+ s)Pδ(t+ s)ds.

Thus,

V̇ (ξ(t)) ≤ ξT (t)(PW +WTP )ξ(t) + τξT (t)×
(PW2P

−1WT
2 P + PW3P

−1WT
3 P

+ PW4P
−1WT

4 P )ξ(t)

+

∫ 0

−τ

ξT (t+ s)Pξ(t+ s)ds

+

∫ 0

−τ

ξT (t+ s− τ)Pξ(t+ s− τ)ds

+

∫ 0

−τ

δT (t+ s)Pδ(t+ s)ds

≤ −ξT (t)Qξ(t) + τξT (t)(PW2P
−1WT

2 P

+ PW3P
−1WT

3 P + PW4P
−1WT

4 P )ξ(t)

+

∫ 0

−τ

V (t+ s)ds+

∫ 0

−τ

V (t+ s− τ)ds

+ τ δ̃2λ+,

where λ+ is the largest eigenvalue of matrix P .
Choose ϕ(s) = qs, q > 1. By Lemma 4, there

must exist a constant q > 1 such that V (t + η) ≤
qV (t), η ∈ [−τ, 0]. Thus, we can further get

V̇ (ξ(t)) ≤ −ξT (t)Qξ(t) + τξT (t)(PW2P
−1×

WT
2 P + PW3P

−1WT
3 P + PW4×

P−1WT
4 P + qP + q2P )ξ(t) + τ δ̃2λ+.

(20)

Let ϵ = ∥PW2P
−1W T

2 P∥+∥PW3P
−1W T

3 P∥+
∥PW4P

−1W T
4 P∥+ q∥P∥+ q2∥P∥ and µ̄ denote the

smallest eigenvalue of matrix Q, then from (20), we
get

V̇ (ξ(t)) ≤ (−µ̄+ τϵ)ξT (t)ξ(t) + τ δ̃2λ+

≤ − µ̄− 2τϵ

2λ+
V (ξ(t)) + τ δ̃2λ+

≤ −γV (ξ(t)) + τ δ̃2λ+.

Furthermore,

V (ξ(t)) ≤ V (ξ(0))e−γt

+
τ δ̃2λ+
γ

(1− e−γt),
(21)

where γ :=
µ̄− 2τϵ

2λ+
.

Then,

∥ξ(t)∥2 ≤ V (ξ(0))

λ−
e−γt

+
2τ δ̃2λ2+

λ−(µ̄− 2τϵ)
(1− e−γt),

(22)

where λ− is the smallest eigenvalue of matrix P .
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If we choose τ <
µ̄

2ϵ
, then γ > 0. From (22), it is

easy to prove that this theorem holds. Moreover, for
the special case δ̃ = 0, system (5) can achieve group
consensus tracking.

4 Numerical examples

In this section, we will give two examples to show
the effectiveness of our theoretical results.

Example 1. (Graph refactoring) Consider a multi-
agent system with 8 followers and 2 leaders. All the
agents are divided into two groups, where node 1, 2, 3,
4 and leader 01 form the first group and the rest nodes
belong to the second group. Fig. 1 and Fig. 2 below
show the communication topology graph among the
followers and all the agents, respectively. According
to the proof of Lemma 7, the refactored graph Ḡ is
given in Fig. 3 below. By Lemma 7, since Ḡ contains
a directed spanning tree, the matrix L+D is positive
stable.
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Fig. 1. The topology graph Gf between followers.
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Fig. 2. The topology graph Ga.
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Fig. 3. A new refactored topology graph Ḡ .

Remark 5. As shown in Fig. 2 and Fig. 3, we can
easily get that the communication topology graph Ga

and Ḡ contain topology Gf , in other words, the topol-
ogy Gf is invariable in the process of information ex-
change.

On the other hand, the corresponding Laplacian
matrix of Gf and the leader adjacency matrix B of Ḡ
as well as the pinned matrix D are easily obtained as
follows:

L =



0 0 0 0 0 0 0 0
−1 2 −1 0 0 0 0 0
0 0 1 −1 0 0 0 0
−1 0 0 1 0 0 0 0
0 0 0 −1 1 0 0 0
0 0 0 0 −1 1 0 0
0 0 0 0 −1 0 2 −1
0 0 0 0 0 0 0 0


,

B = D = diag{1, 0, 0, 0, 0, 0, 0, 1}.

Since the refactored graph contains a directed s-
panning tree, L+D must be positvie stable. In fact, by
simple calculation, matrixH = L+D has eigenvalues
µ1 = µ2 = 2, µ3 = µ4 = µ5 = µ6 = µ7 = µ8 = 1.
This illustrates our Lemma 7.

Example 2. Consider a network with eight agents,
and the directed topology is given in Fig. 4, where the
first sub-network consists of agent 1, 2, 3, 4 and lead-
er 01, and the second sub-network contains the rest
agents. See Fig. 4 for the communication topology
graph G and the corresponding refactored topology
graph Ḡ , respectively. It is clear that the communica-
tion topology graph Ḡ contains a directed spanning
tree.

The corresponding Laplacian matrix and pinned
matrix are, respectively, given as
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L =



0 0 0 0 0 0 0 0
−1 2 −1 0 0 0 0 0
0 0 2 −1 0 0 −1 0
−1 −1 0 3 0 0 −1 0
0 0 0 −1 2 0 0 −1
0 0 0 0 −1 2 0 −1
0 0 0 0 −1 0 2 −1
0 0 0 0 0 0 0 0


,

D = diag{1, 0, 0, 0, 0, 0, 0, 1}.

Numerical computation shows that matrix H =
L + D has eigenvalues µ1 = µ2 = 1, µ3 = 2,
µ4 = 0.8616, µ5 = 3.0981 + 0.9734i, µ6 =
3.0981 − 0.9734i, µ7 = 1.9711 + 0.6380i, µ8 =
1.9711−0.6380i. From Lemma 1, obviously, the ma-
trix H is positive stable.
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Fig. 4. The communication topology graph G and Ḡ .

From (17), it is easy to get the upper bound
τ∗ = 0.2937 by employing LMI Toolbox in MAT-
LAB. Therefore, we tend to use Hopf bifurcation the-
ory to give the upper bound τ∗.

Case 1. First-order case
Suppose the position of two dynamic virtual lead-

ers as xσi(t) = 0.5t+4, 1 ≤ i ≤ 4; xσi(t) = 0.8t+7,
5 ≤ i ≤ 8 and xσi(t) = sin(t) + cos(t), 1 ≤ i ≤ 4;
xσi(t) = sin(t)−cos(t), 5 ≤ i ≤ 8, respectively. Fig.
5 shows that the agents in the same group can follow
the dynamic virtual leader when τ = 0.38.

Case 2. Second-order case
By Theorems 2, the group consensus tracking

with/without disturbances can be achieved when τ <
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Fig. 5. The state trajectories of all the agents with
τ = 0.38.

0.2703, respectively. See Fig. 6 and Fig. 7 for details.

5 Conclusions

In this paper, group consensus tracking issue of
continuous-time first-order and second-order multi-
agent systems with active virtual leaders and time
delays under a pinning control protocol has been
addressed,respectively. For the first-order case, we
have proposed some necessary and/or sufficient group
consensus tracking conditions by using Lyapunov-
Krasovskii function. For the second-order case, Lya-
punov function method is applied to establish the
corresponding group consensus tracking conditions.
Moreover, the relationship between the communica-
tion topology graph and matrix is found by using the
method of graph refactoring (see Lemma 7 and Exam-
ple 1 for details). Finally, an example is provided to
verify the effectiveness of our theoretical results.
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Fig. 6. The state trajectories with disturbances.

References:

[1] G. Q. Hu, Robust consensus tracking of a class
of second-order multi-agent dynamic systems,
Systems & Control Letters 61, 2012, pp. 134–
142.

[2] W. Ren, Consensus Tracking under directed
interaction topologies: algorithms and experi-
ments, American Control Conference, 2008, p-
p. 742–747.

[3] J. P. Hu, Y. G. Hong, Leader-following coordina-
tion of multi-agent systems with coupling time
delays, Physica A 374, 2007, pp. 853–863.

[4] Z. Zahreddine and EF. Elshehawey On the sta-
bility of a system of differential equations with
complex coefficients. Indian Journal of Pure
and Applied Mathematics 19, 1988, pp. 963–
972.

[5] Z. J. Tang, T. Z. Huang, et al. Consensus of
second-order multi-agent systems with nonuni-
form time-varying delays. Neurocomputing 97,
2012, pp. 410–414.

0 5 10 15
0

5

10

15

20

25

30

35

40

45

Time

P
os

iti
on

 tr
aj

ec
to

rie
s

0 5 10 15
−15

−10

−5

0

5

10

15

Time

V
el

oc
ity

 tr
aj

ec
to

rie
s

Fig. 7. The state trajectories with τ = 0.26 in a
noise-free environment .

[6] Y. L. Cheng, D. M. Xie, Distributed observer
design for bounded tracking control of leader-
follower multi-agent systems in a sampled-data
setting, International Journal of Control 87,
2014, pp. 41–51.

[7] Y. G. Hong, G. R. Chen and L. Bushnell, Dis-
tributed observers design for leader-following
control of multi-agent networks. Automatica 44,
2008, pp. 846–850.

[8] Y. G. Hong, J. P. Hu and L. X. Gao, Tracking
control for multi-agent consensus with an ac-
tive leader and variable topology. Automatica 42,
2006, PP. 1177–1182.

[9] J. Y. Yu, L. Wang, Group consensus in multi-
agent systems with switching topologies and
communication delays, Systems & Control Let-
ters 59, 2010, PP. 340–348.

[10] J. Y. Yu, L. Wang, Group consensus of multi-
agent systems with undirected communication
graphs, Proceedings of the Asian Control Con-
ference, 2009, pp. 105–110.

WSEAS TRANSACTIONS on SYSTEMS and CONTROL Kepeng Han, Dongmei Xie 

E-ISSN: 2224-2856 461 Volume 12, 2017



[11] J. Y. Yu, L. Wang, Group consensus of multi-
agent systems with directed information ex-
change, International Journal of Systems Sci-
ence 43, 2012, pp. 334–348.

[12] J. Y. Yu, M. Yu, J. P. Hu, B. Liu, Group con-
sensus in multi-agent systems with directed sam-
pled data, Proceedings of the 32nd Chinese Con-
trol Conference, 2013, pp. 7168–7172.

[13] Y. Z. Feng, S. Y. Xu, B. Y. Zhang, Group consen-
sus control for double-integrator dynamic multi-
agent systems with fixed communication topolo-
gy, International Journal of Robust and Nonlin-
ear Control 24, 2014, pp. 532–547.

[14] Q. Ma, Z. Wang, G. Y. Miao, Second-order
group consensus for multi-agent systems via
pinning leader-following approach, Journal of
the Franklin Institute 351, 2014, pp. 1288–1300.

[15] X. F. Liao, L. H. Ji, On pinning group consensus
for dynamical multiagent networks with general
connected topology, Neurocomputing 135, 2014,
pp. 262–267.

[16] W. W. Yu, J. D. Cao, Stability and Hopf bifurca-
tion analysis on a four-neuron BAM neural net-
work with time delays, Physics Letters A 351,
2006, pp. 64–78.

[17] S. Boyd, L. El Ghaoui, E. Feron, V. Balakrish-
nan, Linear Matrix Inequalities in System and
Control Theory, SIAM: Philadelphia, PA, 1994.

[18] I. Kovacs, DS. Silver and SG. Williams, Deter-
minants of block matrices and Schurs formula,
1999.

[19] A. Ronger, R. Charles, Topics in Matrix Anal-
ysis, Cambridge Univ. Press, Cambridge, 1991.

[20] W. Rudin, Principles of Mathematical Analysis,
New York, Auckland, Dusseldorf: McGraw-Hill
Book Co, 1976.

WSEAS TRANSACTIONS on SYSTEMS and CONTROL Kepeng Han, Dongmei Xie 

E-ISSN: 2224-2856 462 Volume 12, 2017




