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1 Introduction
Optimal control theory deals with the problem of how
to control, in the best possible way, the state of a sys-
tem that changes along time with the aim of reaching
a given target state, while respecting given dynamics
and given constraints. More precisely, our research
deals with optimal control problems in which “best”
means that one wishes to minimize an integral; while
the functions in competition are subject to given point-
wise constraints in their states. For details on optimal
control theory we refer e.g. the books [7], [8], [11],
[10], [13], [17], [20], [35], [36], [37], [38], and ref-
erences therein. For recent real-life applications of
optimal control theory to solve diverse problems of
several areas as stochastic optimization, economics,
engineering, physics, medicine, biology, ... , see e.g.
[32], [33], [12], [22], [1], [16], [3], [21], [18], [34],
[19], [23], [29], and references therein.

In this paper we are concerned with existence of
solutions to the autonomous Lagrange optimal control
problem (OCP), i.e. the problem of minimizing the
cost ( or objective ) functional

J (x, u) :=
∫ b
a f0 (x (t) , u (t)) dt , (1)

over all pairs (x (·) , u (·)) whose trajectories

x (·) ∈W 1,1 ([a, b] ,Rn) (2)

satisfy the state constraint

x (t) ∈ Ω ⊂ Rn ∀ t ∈ [a, b] , (3)

reach the terminal state

x (b) = B (4)

and obey the dynamics given by the nonlinear,
control-affine, ordinary differential equation

x ′ (t) = f (x (t) , u (t))

:= A0 (x (t)) +B0 (x (t))u (t)

for a.e. t ∈ [a, b]
x (a) = A ,

(5)

where the controls

u : [a, b]→ Rm (6)

are measurable functions satisfying the state-
dependent constraint :

u (t) ∈ U (x (t)) a.e. on [a, b] . (7)

Here U is a multifunction defined in Ω with values
U (s) in the class 2R

m \ ∅ of all nonempty subsets of
Rm.

Denote by Y n,mA,B the class of admissible pairs
(x (·) , u (·)) for (OCP), i.e.

Y n,mA,B := {(x (·) , u (·)) satisfying (2) to (7)} .

We aim at find out whether there exist, among these
admissible pairs, some which are optimal, in the sense
of minimizing the integral (1); and we will call any
such optimal pair a true solution to the (OCP).

Assuming Y n,mA,B 6= ∅ and Ω closed, together
with continuity of f0 (· , ·) and f (· , ·) on M :=
{(s, u) : s ∈ Ω, u ∈ U (s)}, then the simplest case
— in which the classical Tonelli’s Direct Method
can be applied ( see e.g. [7] ) to prove existence
of true solutions — is the so-called convex-coercive
case, in which the following hypotheses are satisfied :
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|f (s, u)| → ∞ uniformly on Ω as |u| → ∞,
f0 (s, ·) is convex ∀ s ∈ Ω and coercive :

f0 (s, u) ≥ θ (|f (s, u)|) ∀ (s, u) ∈M,

where θ : [0,∞) → R is bounded from below with
θ (r) / r → ∞ as r →∞.

Our main purpose is to prove new existence re-
sults without imposing any kind of convexity nor co-
ercivity — in which case, as is well known, an opti-
mal pair (x (·) , u (·)) may fail to exist.

Concerning previous theoretical results of exis-
tence for the above non-convex autonomous Lagrange
(OCP), with general f0 (s, u) we are aware only
of [28] ( for one-dimensional space problems, i.e.
n = 1 ) and [24] ( with f0 (· , ·) continuous and
f0 (· , u) of class C1 ). To the best of our knowledge,
the other existence results achieved until now are for
the sum case f0 (s, u) = g (s) + h (u) with g (·)
concave ( see e.g. [7], [30], [14], [15] and references
therein ) or the case f0 (s, u) =

∑ν
i=1 ci (s)φi (u),

with ci (·) continuous and φi (·) of class C1, proved
in [27].

Compared with these previous results, our im-
provements mainly concern our much weak assump-
tions on the lagrangian f0 (· , ·). Their applicability
can be readily checked : see the last section of this
paper for concrete numerical examples where, as far
as we know, none of the previous available results can
be applied.

The above optimal control problem can be refor-
mulated as a calculus of variations problem as follows
( see e.g. [7], [10], [26] ). Define

Q̃ (s) :=




(v , v0) ∈ Rn × R :

v0 ≥ f0 (s, u) ,

v = f (s, u) ,

u ∈ U (s)


if s ∈ Ω

∅ otherwise

(8)

and the associated lagrangian

L : Rn × Rn → [0,∞]

L (s, v) := inf
{
v0 : (v , v0) ∈ Q̃ (s)

}
.

(9)

Then, under adequate hypotheses, the study of the op-
timal control problem is equivalent to the study of the
calculus of variations problem which consists in min-
imizing the integral

I (x) :=

∫ b

a
L
(
x (t) , x ′ (t)

)
dt

on

X n
A,B :=

{
x (·) ∈W 1,1 ([a, b] ,Rn) :

x (a) = A, x (b) = B

}
,

in the sense that there exists a solution to (OCP) if
and only if there exists a minimizer for I (·). Notice
that the constraints (5) and (7) above are implicitly
included in the calculus of variations problem since,
by setting, for s ∈ Ω,

Q (s) := {v ∈ Rn : v = f (s, u) , u ∈ U (s)} ,

we have

L (s, v) =∞ whenever v 6∈ Q (s) .

Therefore, our strategy to prove existence of solu-
tions to (OCP), under our more general hypotheses
than has been previously considered, will consist in
the following steps :

Step 1. Since we are not assuming any kind of
convexity on f0 (· , ·), we start by considering
the associated convexified optimal control prob-
lem (OCPc) :

minimize

Jc (x, u) :=
∫ b
a f

∗∗
0 (x (t) , u (t)) dt ,

where f ∗∗0 (s, · ) is the bipolar of f0 (s, · ) ( i.e.
— see e.g. [31] — the pointwise supremum
of all affine minorants of f0 (s, · ) ), over all
pairs (x (·) , u (·)), with x (·) ∈ X n

A,B and
u : [a, b] → Rm measurable, satisfying (3),
(5) and

u (t) ∈ coU (x (t)) for a.e. t ∈ [a, b] ,

where coU (s) stands for the convex hull of the
set U (s). Denote this class, of admissible pairs
(x (·) , u (·)) for (OCPc), by Z n,m

A,B and as-
sume, or prove, existence of a relaxed solution
(xc (·) , uc (·)), i.e. a solution to this problem.

Step 2. Reformulate (OCPc) as a ( convex )
Lagrange problem of the calculus of variations
(CVPc) :

minimize

Ic (x) :=
∫ b
a L

∗∗ (x (t) , x ′ (t)) dt

on X n
A,B

in such a way that xc (·) is itself a minimizer
to this integral. ( Here L ∗∗ (s, · ) will be the
bipolar of the function L (s, · ) defined in (9). )
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Step 3. Prove existence of a solution x (·) to
the non-convex problem (CVP) :

minimize

I (x) :=
∫ b
a L (x (t) , x ′ (t)) dt

on X n
A,B .

Step 4. Use such x (·) to obtain a solution
(x (·) , u (·)) to the non-convex (OCP).

This paper is organized as follows. In section 2
we describe our results on existence of minimizers for
the non-convex problem of the calculus of variations
(CVP) which we will use in the intermediated Step
3; while section 3 is devoted to our Basic Hypotheses
and to the statement, and proof, of auxiliary results.
The main results of this paper, which guarantee exis-
tence of solution to the (OCP), appear in section 4.
Finally, in section 5 we present numerical examples
of application.

2 The Lagrange problem of the
calculus of variations

We begin this section with the definition of almost
convex function.

Definition 1 Given a function L : Rn × Rn →
(−∞,∞], we say that L (s, · ) is almost convex
provided

at each v where L ∗∗ (s, v) < L (s, v) ,

∃λ = λ (s, v) ∈ [0, 1] ∃Λ = Λ (s, v) ∈ [1,∞)

∃α = α (s, v) ∈ [0, 1] :

L ∗∗ (s, v) = (1− α) L (s, λ v) + αL (s,Λ v)

v = (1− α) (λ v) + α (Λ v)

( for completeness, we set λ = 1 = Λ = α where
L ∗∗ (s, v) = L (s, v) — in particular at v = 0 —
and use the convention 0 · ∞ = 0 ).

Notice that if L (s, · ) is convex and lower semi-
continuous ( lsc ) then L (s, · ) is almost convex,
since, in that case, L ∗∗ (s, · ) = L (s, · ).

Proposition 2 Let L : Rn × Rn → [0,∞] be a
Borel function having L ∗∗ (· , ·) Borel and L (s, · )
almost convex lsc ∀ s. Then for any xc (·) ∈
W 1,1 ([a, b] ,Rn) there exist measurable functions

λ1 = λ1 (xc, x
′
c) : [a, b]→ [0, 1] ,

λ2 = λ2 (xc, x
′
c) : [a, b]→ [1,∞)

(10)

such that, at a.e. t ∈ [a, b],

L ∗∗ (xc (t) , x ′c (t)) =

(1− p (t)) L (xc (t) , λ1 (t) x ′c (t)) +

+ p (t) L (xc (t) , λ2 (t) x ′c (t))

with p : [a, b]→ [0, 1],

p (t) :=

{
1 if λ1 (t) = λ2 (t) = 1

1−λ1(t)
λ2(t)−λ1(t) otherwise .

This concept of almost convexity was introduced,
for multifunctions, in the paper by A. Cellina & A. Or-
nelas [6] to prove, using reparametrizations, existence
of solutions to non-convex upper semicontinuous dif-
ferential inclusions and to time optimal control prob-
lems. On the other hand, almost convex lagrangians
were first defined in [5] to prove results of existence
of solutions to non-convex problems of the calculus of
variations, using bimonotone reparametrizations. The
concept of bimonotone minimizer was born in the pa-
per by A. Ornelas [25].

Proposition 3 ( See [5, Cor. 9]. ) Let L : Rn×Rn →
[0,∞] be a Borel function having L ∗∗ (· , ·) Borel,
L ( · , 0) lsc and L (s, · ) almost convex lsc ∀ s.

If there exists a minimizer xc (·) to the convexi-
fied integral Ic (·) then also exists a minimizer x (·)
to the non-convex integral I (·).

For the superlinear case, we have the

Proposition 4 ( See [5, Th. 5]. ) Let L : Rn×Rn →
[0,∞] be a lsc function with superlinear growth, i.e.

L (s, v) ≥ θ (|v|) ∀ (s, v)

with θ(r)
r → ∞ as r →∞ ,

having L (s, · ) almost convex ∀ s.
Then the non-convex integral I (·) has a mini-

mizer x (·).
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In our recent paper [4] we have proved that the
hypothesis of L ( · , 0) to be lsc, in Proposition 3, is
not needed if, for instance, the set ( see (10) )

E0 := {t ∈ [a, b] : λ1 (t) = 0}

has zero measure. Indeed, much more generally,

Proposition 5 ( See [4, Th. 7]. ) Assume L : Rn ×
Rn → [0,∞] is a Borel function having L ∗∗ (· , ·)
Borel and L (s, · ) almost convex lsc for each s ∈
Rn.

Admit also the validity of the following Extra Hy-
pothesis (EH) :

there exists a minimizer xc (·) to Ic (·) for which

either the set

E0 := {t ∈ [a, b] : λ1 (t) = 0}
has zero measure

or else :

E0 \E0 is a null set ( with E0 the closure of E0 )

and

∃ tc ∈ [a, b] such that

L (xc (tc) , 0) ≤ L (xc (t) , 0) ∀ t ∈ [a, b] .

Then there exists a minimizer x (·) to the non-
convex integral I (·).

Remark 6 In Propositions 3, 4 and 5, we have

min
x(·)∈X n

A,B

I (x (·)) = min
x(·)∈X n

A,B

Ic (x (·)) . (11)

Notice that an essential feature of the above re-
sults, which allow us to apply them in order to prove
existence of solutions to the optimal control problem,
is that the lagrangian function L (· , ·) may freely as-
sume the ∞ value.

3 Basic Hypotheses and auxiliary
results

Denote by gph (U) the graph of U :

gph (U) :=

{
(s, u) ∈ Rn × Rm :

s ∈ Ω, u ∈ U (s)

}

and by coU the multifunction

coU : Ω→ 2R
m \ ∅

(coU) (s) := coU (s) .

We will set

f0 (s, u) :=∞ for (s, u) /∈ gph (U)

and assume the Basic Hypotheses :

(BH1) Ω ⊂ Rn is closed

(BH2) U : Ω→ 2R
m \ ∅ is such that

(BH2.1) gph (U) is closed

(BH2.2) gph (coU) is closed

(BH3) f0 : gph (U)→ [0,∞) is lsc

(BH4) f ∗∗0 : gph (coU)→ [0,∞) is lsc

(BH5) f : gph (coU)→ Rn

f (s, u) = A0 (s) +B0 (s)u ,

where, for every s ∈ Ω ,

A0 (s) is a n× 1 matrix

B0 (s) is a n×m matrix

A0 (·)i1 , B0 (·)ij : Ω→ R
are continuous functions

(i = 1, ..., n ; j = 1, ...,m)

(BH6) for every s ∈ Ω , the sets

f (s, coU (s)){
(f (s, u) , f0 (s, u) + µ) :

u ∈ U (s) , µ ≥ 0

}
{

(f (s, u) , f ∗∗0 (s, u) + µ) :

u ∈ coU (s) , µ ≥ 0

}

are closed.

Proposition 7 If the Basic Hypotheses (BH2 ) −
(BH6 ) hold true then L : Rn × Rn → [0,∞] de-
fined in (9) is a well-defined Borel function having
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L ∗∗ (· , ·) Borel and L (s, · ) lsc ∀s. Moreover,

L (s, v)

= inf {f0 (s, u) : u ∈ H (s, v)}

=



min

{
f0 (s, u) :

u ∈ H (s, v)

}
if s ∈ Ω and

v ∈ f (s, U (s))

∞ otherwise

(12)

where

H (s, v) :=



{
u ∈ U (s) :

v = f (s, u)

}
if s ∈ Ω

∅ otherwise .

(13)

Also,

L ∗∗ (s, v)

= inf {f ∗∗0 (s, u) : u ∈ H0 (s, v)}

=



min

{
f ∗∗0 (s, u) :

u ∈ H0 (s, v)

}
if s ∈ Ω and

v ∈ f (s, coU (s))

∞ otherwise

(14)

where

H0 (s, v) :=



{
u ∈ coU (s) :

v = f (s, u)

}
if s ∈ Ω

∅ otherwise .

(15)

Proof: The equalities in (12) hold true since, by
(BH6 ), for every s ∈ Ω the set ( see (8) )

Q̃ (s) =

{
(f (s, u) , f0 (s, u) + µ) :

u ∈ U (s) , µ ≥ 0

}
is closed. Moreover, for every s ∈ Rn,

Q̃ (s) = epi L (s, · )

:=

{
(v , v0) ∈ Rn × R :

v0 ≥ L (s, v)

}
.

Then L (s, · ) lsc ∀s.
On the other hand, L (· , ·) is Borel because

f0 (· , ·) is lsc, and f (· , ·) is continuous, on gph (U),
which is closed by (BH2 ).

As to L ∗∗ (· , ·), we have, due to (BH2 ),

domf ∗∗0 (s, · ) := {u ∈ Rm : f ∗∗0 (s, u) <∞}
= coU (s) .

Therefore, by (BH5 ) and (BH6 ),

L ∗∗ : Rn × Rn → [0,∞]

L ∗∗ (s, v) = inf
{
v0 : (v , v0) ∈ Q̃0 (s)

}
,

where

Q̃0 (s) :=




(v , v0) ∈ Rn × R :

v0 ≥ f ∗∗0 (s, u) ,

v = f (s, u) ,

u ∈ coU (s)


if s ∈ Ω

∅ otherwise.

ut
Define, for s ∈ Ω, u0 ∈ Rm and γ ≥ 0,

R (s, γ u0) :=


u ∈ U (s) :

B0 (s) (γ u0 − u) =

= (1− γ)A0 (s)


R0 (s, u0) :=

{
u ∈ coU (s) :

B0 (s) (u0 − u) = 0

}
.

Proposition 8 Assume the Basic Hypotheses (BH2 )
− (BH6 ) to hold true. Admit also validity of the
following condition (ACH) :

∀ s ∈ Ω ∀u0 ∈ coU (s) with

inf f ∗∗0 (s,R0 (s, u0)) < inf f0 (s,R (s, u0))

∃λ = λ (s, u0) ∈ [0, 1)

∃Λ = Λ (s, u0) ∈ (1,∞) for which

inf f ∗∗0 (s,R0 (s, u0))

= (1− α) inf f0 (s,R (s, λ u0)) +

+α inf f0 (s,R (s,Λu0))

with α := 1−λ
Λ−λ and 0 · ∞ := 0 .
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Then L (s, · ) ( see (12) ) is almost convex ∀ s.
Moreover, for any xc (·) ∈ W 1,1 ([a, b] ,Rn) there
exist measurable functions

λ1 = λ1 (xc, x
′
c) : [a, b]→ [0, 1]

λ2 = λ2 (xc, x
′
c) : [a, b]→ [1,∞)

p : [a, b]→ [0, 1]

as in Proposition 2.

Proof: If s /∈ Ω then

L ∗∗ (s, · ) = L (s, · )
≡ ∞ .

Therefore L (s, · ) is almost convex.
Fix any s ∈ Ω and ξ0 ∈ Rn for which

L ∗∗ (s, ξ0) < L (s, ξ0) . (16)

Let u0 ∈ coU (s) be such that

ξ0 = f (s, u0) .

Since ( see (15) )

R0 (s, u0) = H0 (s, f (s, u0))

and ( see (13) ), for γ ≥ 0,

R (s, γ u0)

= H (s, f (s, γ u0) + (γ − 1)A0 (s)) ,

by (16), (14) and (12),

inf f ∗∗0 (s,R0 (s, u0)) < inf f0 (s,R (s, u0)) .

Hence there must

∃λ = λ (s, ξ0) ∈ [0, 1)

∃Λ = Λ (s, ξ0) ∈ (1,∞)

∃α := 1−λ
Λ−λ ∈ [0, 1]

for which

L ∗∗ (s, ξ0)

= L ∗∗ (s, f (s, u0))

= inf f ∗∗0 (s,R0 (s, u0))

= (1− α) inf f0 (s,R (s, λ u0)) +

+α inf f0 (s,R (s,Λu0))

= (1− α)L (s, λ ξ0) +

+αL (s,Λ ξ0) .

ut

4 Main results
In what follows, we will assume, to avoid trivialities,
that

inf
(x(·),u(·))∈Y n,m

A,B

J (x, u) <∞ . (17)

Then our first main result is the following

Theorem 9 Assume the Basic Hypotheses (BH1 )−
(BH6 ) and condition (ACH). Suppose in addition
that the set

D0 :=


(s, f0 (s, u) + µ) :

(s, u) ∈ gph (U) ,

0 = f (s, u) , µ ≥ 0


is closed. Then existence of a relaxed solution implies
existence of a true solution.

Proof: Let (xc (·) , uc (·)) ∈ Z n,m
A,B be a relaxed

solution. Notice that, by (17),∫ b
a L

∗∗ (xc (t) , x ′c (t)) dt

≤
∫ b
a f

∗∗
0 (xc (t) , uc (t)) dt <∞ .

(18)

Let us prove that xc (·) is a minimizer to the integral
Ic (·).

Take x (·) ∈ X n
A,B for which∫ b

a
L∗∗

(
x (t) , x ′ (t)

)
dt <∞ ,

so that

x ′ (t) ∈ f (x (t) , co U (x (t))) a.e. on [a, b] .

This implies, in particular, that

x (t) ∈ Ω ∀ t ∈ [a, b] .

Let u : [a, b]→ Rm, be a measurable selection from
the measurable and closed-valued multifunction ( see
[2] )

Γ (t) :=


u ∈ Rm :

u ∈ coU (x (t))

x ′ (t) ∈ f (x (t) , u)

L ∗∗ (x (t) , x ′ (t)) = f∗∗0 (x (t) , u)

 .

Then
(x (·) , u (·)) ∈ Z n,m

A,B
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and ∫ b
a L

∗∗ (xc (t) , x ′c (t)) dt

≤
∫ b
a f

∗∗
0 (xc (t) , uc (t)) dt

≤
∫ b
a f

∗∗
0 (x (t) , u (t)) dt

=
∫ b
a L

∗∗ (x (t) , x ′ (t)) dt ,

which proves the claim.
On the other hand, the function L ( · , 0) is lsc,

since
epi L ( · , 0)

:=

{
(s , s0) ∈ Rn × R :

s0 ≥ L (s, 0)

}
= D0

is closed. Therefore, by Propositions 7 and 8, L :
Rn × Rn → [0,∞] satisfies all the conditions of
Proposition 3. Let x (·) be a minimizer to the in-
tegral I (·). By (11) and (18),∫ b

a
L
(
x (t) , x ′ (t)

)
dt <∞ .

Then, as above, it follows that there also exists a mea-
surable u : [a, b] → Rm such that (x (·) , u (·)) ∈
Y n,mA,B and, for every (x (·) , u (·)) ∈ Y n,mA,B∫ b

a f0 (x (t) , u (t)) dt

=
∫ b
a L (x (t) , x ′ (t)) dt

≤
∫ b
a L (x (t) , x ′ (t)) dt

≤
∫ b
a f0 (x (t) , u (t)) dt .

This proves that (x (·) , u (·)) is a true solution. ut

Theorem 10 Assume Hypotheses (BH1 ) , (BH3 )
− (BH5 ) and suppose U : Ω → 2R

m \ ∅ is an
upper semicontinuous multifunction ( see [2] ) with
compact values. In addition, admit validity of condi-
tion (ACH).

Then, if

∃ c1 ∈ R ∃ c2 > 0 :

f0 (s, u) ≥ c1 + c2 |f (s, u)|
∀ (s, u) ∈ gph (U) ,

(19)

there exists a true solution (x (·) , u (·)) . Moreover,
x (·) is Lipschitz continuous.

Proof: By (19) we may assume that Ω is compact.
Then, since U is upper semicontinuous, Hypothe-
ses (BH2 ) and (BH6 ) are satisfied. Moreover,

gph (U) and gph (coU) are compact sets. Hence
L (· , ·) is lsc and has superlinear growth at infinity. It
follows, by Proposition 4, that there exists a Lipschitz
continuous minimizer x (·) to I (·) . ut

Theorem 11 Assume (BH1 )− (BH6 ) and condi-
tion (ACH). Moreover, assume there exists a solu-
tion (xc (·) , uc (·)) to (OCP) such that, either the
set

F0 := {t ∈ [a, b] : λ1 (t) = 0}

( see Proposition 8 ) has zero measure, or else

F0 \F0 is a null set

and ∃ tc ∈ [a, b] for which we can find some uc ∈
U (xc (tc)) satisfying :

f (xc (tc) , uc) = 0

and, for every t ∈ [a, b],

f0 (xc (tc) , uc) ≤

≤ inf


f0 (xc (t) , u) :

u ∈ U (xc (t))
f (xc (t) , u) = 0

 .

Then (OCP) has a solution.

Proof: The function L : Rn×Rn → [0,∞] satisfies
all the conditions of Proposition 5. ut

5 Examples of application
Example 12 (n = 1, m = 2) Let

• Ω = R

• U : Ω→ 2R
2
, U (s) ≡ U0, with

U0 := ( ( (−∞,−1] ∪ [0,∞) )× {0} ) ∪
( ( (−∞, 0] ∪ [1,∞) )× {−1} )

• f0 : gph (U)→ [0,∞),

f0 (s, u) := g (s)h (u) , where

g (s) := 1 + s2

h (u) :=



√
1 + |u|2, |u| ≥ 1

1
|u| +

√
6− 1, 0 < |u| < 1

√
2, u = 0 ;

set f0 (s, u) :=∞ for (s, u) /∈ gph (U)
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• f : gph (coU)→ R,
f (s, u) = f (s, (u1, u2)) := u1 + u2,

so that A0 (s) ≡ 0 and B0 (s) ≡ [1 1] .

Then, for (a,A) = (0, 1), (b, B) = (2, 0) prob-
lem (OCP) has a solution (x (·) , u (·)).

Indeed, with

x̃ (t) :=

{
1− t for t ∈ [0, 1]

0 for t ∈ [1, 2]

ũ (t) :=

{
(−1, 0) for t ∈ [0, 1]

(0, 0) for t ∈ (1, 2]

we have

inf
(x(·),u(·))∈Y n,m

A,B

J (x, u)

≤ J (x̃, ũ) <∞.

Moreover the Basic Hypotheses (BH1 ) − (BH6 )
hold true :

(BH1), (BH5) : are imediate

(BH2.1) : gph (U) = R×U0 is closed

(BH2.2) : gph (coU) = R× [−1, 0] is closed

(BH3) : epi f0 =

=

{
((s, u) , a) ∈ gph (U)× R :

a ≥ f0 (s, u)

}

=

{
((s, u) , a) ∈ R×U0 × R :

a ≥ g (s)h (u)

}
is a closed set, therefore f0 (· , ·) is lsc

(BH4) : since coU (s) is a closed set for every
s ∈ R,

domf ∗∗0 := {(s, u) : f ∗∗0 (s, u) <∞}
= gph (coU) ;

moreover,

f ∗∗0 (s, u) = g (s)h∗∗ (u) ,

hence, as above, epi f ∗∗0 is a closed set and
f ∗∗0 (· , ·) is lsc

(BH6) : for every s ∈ R , the sets

f (s, coU (s)) = R

{
(f (s, u) , f0 (s, u) + µ) :

u ∈ U (s) , µ ≥ 0

}

=

{
(v , v0) ∈ R× R : v0 ≥ f0 (s, u) ,

v = f (s, u) , u ∈ U (s)

}

=

(
(−∞,−1]×

[
g (s)

√
2 + (v + 1)2,∞

))
∪
(

[0, 1]×
[
g (s)

√
2 + (v + 1)2,∞

))
∪
(

[1,∞)×
[
g (s)

√
1 + v2,∞

))
∪
(
{0} ×

[
g (s)

√
2,∞

))
and {

(f (s, u) , f ∗∗0 (s, u) + µ) :

u ∈ coU (s) , µ ≥ 0

}

=

(
(−∞,−1]×

[
g (s)

√
2 + (v + 1)2,∞

))
∪
(

[1,∞)×
[
g (s)

√
1 + v2,∞

))
∪
(
[−1, 1]×

[
g (s)

√
2,∞

))
are closed.

To verify validity of assumption (ACH), notice
that for any s ∈ R, u0 = (u01, u02) ∈ Rm and
γ ≥ 0,

R (s, γ u0) =

{
(u1, u2) ∈ U0 :

γ (u01 + u02) = u1 + u2

}

R0 (s, u0) =


(u1, u2) ∈ R2 :

u1 = u01 + u02 − u2,

−1 ≤ u2 ≤ 0

 .

Then, setting

C :=


u0 ∈ coU (s) :

inf f ∗∗0 (s,R0 (s, u0)) <

inf f0 (s,R (s, u0))

 ,

we obtain
C = C1 ∪ C2

with

C1 :=

{
(u1, u2) ∈ R2 :

−1− u2 < u1 < −u2, −1 ≤ u2 ≤ 0

}

C2 :=

{
(u1, u2) ∈ R2 :

−u2 < u1 < 1− u2, −1 ≤ u2 ≤ 0

}
.
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For u0 ∈ C1

∃λ = λ (s, u0) ∈ [0, 1) , λ = 0

∃Λ = Λ (s, u0) ∈ (1,∞) , Λ = − 1
u01+u02

for which

inf f ∗∗0 (s,R0 (s, u0)) = g (s)
√

2 =

= (1− α) f0 (s, (0, 0)) +
+α inf f0 (s, (0,−1))

= (1− α) inf f0 (s,R (s, 0)) +

+α inf f0

(
s,R

(
s,− u02

u01+u02

))
= (1− α) inf f0 (s,R (s, λ u0)) +

+α inf f0 (s,R (s,Λu0)) .

Similarly, for u0 ∈ C2

∃λ = λ (s, u0) ∈ [0, 1) , λ = 0

∃Λ = Λ (s, u0) ∈ (1,∞) , Λ = 1
u01+u02

for which

inf f ∗∗0 (s,R0 (s, u0))

= (1− α) inf f0 (s,R (s, λ u0)) +

+α inf f0 (s,R (s,Λu0)) .

With regard to the existence of a relaxed solution,
we can verify that the bipolar L ∗∗ : Rn × Rn →
[0,∞) ,

L ∗∗ (s, v) =


g (s)

√
2 + (v + 1)2, v ≥ 1

g (s)
√

2, 0 < v < 1

g (s)
√

1 + v2, u = 0

satisfies all the hipotheses of [9, Theorem 2] ( see [9,
Example 4.2] ). Then there exists a minimizer xc (·)
to the integral Ic (·) and consequently also a solution
(xc (·) , uc (·)) to (OCPc).

Finally, observe that the set

D0 :=


(s, f0 (s, u) + µ) :

(s, u) ∈ gph (U) ,

0 = f (s, u) , µ ≥ 0


=

{
(s , s0) ∈ R× R : s0 ≥ f0 (s, u) ,

0 = f (s, u) , s ∈ R, u ∈ U (s)

}
=

{
(s , s0) ∈ R× R : s0 ≥ g (s)

√
2
}

is closed because g (·) is lsc. Thus, Theorem 9 en-
sures existence of a true solution.

Notice that in the previous example we could have
avoided verify that the set D0 is closed. Indeed, since
there exists a minimizer xc (·) to the integral Ic (·),
we can use Corollary 12 in [5] to obtain existence of
another relaxed solution (x̃c (·) , ũc (·)) for which the
set F0 := {t ∈ [a, b] : λ1 (t) = 0} has zero measure.
Then all the hypotheses of Theorem 11 hold true.

Example 13 (n = 1, m = 2) Let Ω, h and f as
in Example 12. Assume

U : Ω→ 2R
2
,

U (s) ≡ U0 := U01 × U02 ,

with
U01 := {0} ∪ [1, 2]

U02 := {−1, 0} .

Let
f0 (s, u) := g (s)h (u) ,

with
g : R→ [1,∞) lsc.

Then, for every (a,A) , (b, B) ∈ R2, a ≤ b, problem
(OCP) has a solution (x (·) , u (·)) . Moreover, x (·)
is Lipschitz continuous.

In fact, all the assumptions of Theorem 10 are sat-
isfied. In particular, (19) holds true with c1 = 0 and
c2 = 1

2 .

Another example to which Theorem 9 can be ap-
plied is the following ( existence of a relaxed solution
follows from Tonelli’s Direct Method ) :

Example 14 (n = 2, m = 2) Let

• Ω = R2

• U : Ω→ 2R
2
, U (s) ≡ U0 := R2

• f0 : R4 → [0,∞),

f0 (s, u) := g (s) + h (u) , where

g (s) := |s− s0|2

h (u) :=


(
|u|2 − γ2

)2
, u 6= 0

0, u = 0

• f : R4 → R2,

f (s, (u1, u2)) := (u1 + u2, u1 − u2) .

Then, for every s0, A, B ∈R2 and γ, a, b ∈ R,
a ≤ b, problem (OCP) has a solution (x (·) , u (·)).
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