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Abstract: – This paper investigates the application of the model predictive control (MPC) approach to control the 

voltage and frequency of a stand alone wind generation system. This scheme consists of a wind turbine which 

drives an induction generator feeding an isolated load. A static reactive power compensator (SVAR) is connected 

at the induction generator terminals to regulate the load voltage. The rotor speed, and thereby the load frequency 

are controlled via adjusting the mechanical power input using the blade pitch-angle control. The MPC is used to 

calculate the optimal control actions including system constraints. To alleviate computational effort and to reduce 

numerical problems, particularly in large prediction horizon, an exponentially weighted functional model 

predictive control (FMPC) is employed.  

Digital simulations have been carried out in order to validate the effectiveness of the proposed scheme. The 

proposed controller has been tested through step changes in the wind speed and the load impedance. Simulation 

results show that adequate performance of the proposed wind energy scheme has been achieved.  Moreover, this 

scheme is robust against the parameters variation and eliminates the influence of modeling and measurement 

errors.  

 

Key-Words: - wind turbine; induction generator; constrained predictive control; functional model predictive 

control. 

 

1. Introduction 
New resources for electricity generation as wind, 

hydro…etc has been focused in recent years. Induction 

generator was used as the electromechanical energy 

converter in such generation schemes. The  induction 

generators have many advantages such as low 

maintenance cost, robustness, reduced size, good 

transient performance, absence of moving contacts and 

no need for DC. excitation. The self excited induction 

generator (SEIG) is capable of generating electrical 

energy from constant speed as well as variable speed 

prime movers. Such an energy system can feed 

electrical energy to isolated locations, which in turn 

can enhance agriculture production and improve the 

standard of living in remote areas. In spite of having 

several advantages,  it has limited applications to 

power systems due to its poor voltage regulation. The 

steady state and dynamic performances of an isolated 

SEIG under various loading conditions have been 

presented and discussed [1-7]. It has been proved that 

the magnitude of the terminal voltage of a SEIG 

depends upon the load impedance, excitation 

capacitance, and speed of the prime mover.  On the 

other hand, the stator frequency of the SEIG depends 

mainly upon the speed of the prime mover. The 

suitability of such units for wind generation schemes 

depends upon the ability of the control system to 

provide constant voltage at varying loads and different 

prime mover’s speed.  

Many investigations have concerned with the voltage 

and/or frequency control of the wind driven induction 

generator. Thus, the SVAR was employed to adjust the 

terminal voltage of the SEIG on the basis of lookup 

table [8], impedance controller [9-10]. Also, the 

inverter based reactive power sources [11-12] have 

been used for regulating the output voltage profile of a 

SEIG under various loading conditions. In [13-15], the 

field orientation technique has been employed to keep 

the dc bus voltage at a constant value by varying the 

stator flux in the induction generator when the rotor 

speed is varied. However, PI-controllers; which have 

poor transient responses; were employed in these 

control schemes.  

Artificial intelligence techniques, such as fuzzy logic, 

neural network, and genetic algorithms, are recently 

showing a lot of promise in the application of power 

electronic systems. Thus, a fuzzy logic controller has 

been used to enhance the performance of a variable 

speed wind generation system [16].  Also, a neural 

network controller has been employed to adapt the 

value of excitation capacitor [17] based on the steady 

state analysis of the wind generation system. 

Nevertheless, these methods couldn't offer good 

transient performance. 
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In recent years, many researchers have been used MPC 

in wind energy conversion [18-22]. The MPC 

controller generally requires a significant 

computational effort. As the performance of the 

available computing hardware has rapidly increased 

and new faster algorithms have been developed, it is 

now possible to implement MPC to command fast 

systems with shorter time steps, as electrical drives. 

Electric drives are of particular interest for the 

application of MPC for at least two reasons: 

1) They fit in the class of systems for which a quite 

good linear model can be obtained both by analytical 

means and by identification techniques; 

2) Bounds on drive variables play a key role in the 

dynamics of the system; indeed, two main approaches 

are available to deal with system constraints: anti–

windup techniques, widely used in the classical PI 

controllers, and MPC. The presence of the constraint is 

one of the main reasons why, for example, state space 

controllers have limited application in electrical drives. 

In spite of these advantages, MPC applications to 

electrical drives are still largely unexplored and only 

few research laboratories are involved on them. For 

example Generalized Predictive Control (GPC) – a 

special case of MPC – has been applied to induction 

motors for the only current regulation [23] and later for 

the speed and current control [24]. In [25], the more 

general MPC solution has been adopted for the design 

of the current controller in the same drive. 

In this paper a centralized MPC with large prediction 

horizon for voltage and frequency control of isolated 

wind-generation system is presented. The proposed 

centralized scheme improves the control performance 

in a coordinated manner.  

Another challenge of MPC for centralized PMSM 

is its large computational effort needed. To overcome 

this drawback, a functional MPC with orthonormal 

basis Laguerre function [26] is presented. The 

presented functional MPC reduces computational 

effort significantly which makes it more appropriate 

for practical implementation. In addition, an 

exponential data weighting is used to reduce numerical 

issue in MPC with large prediction horizon [27]. To 

verify the effectiveness of the proposed scheme, time-

based simulations are carried out. The results obtained 

proved that the functional MPC is able to control 

successfully the wind-generation system in the 

transient and steady state cases.  

 

2. System Description And Dynamics 
The proposed wind energy conversion system (WECS) 

is shown in fig. 1, which consists of SEIG driven by 

wind turbine and feeding isolated load through static 

VAR compensator. The static VAR compensator used 

is a fixed-capacitor thyristor-controlled reactor 

(FCTCR), which is connected at the generator 

terminals for voltage regulation. In this case, the 

generator's terminal voltage depends mainly on the 

static VAR capacitance, rotor speed and the load 

impedance. The stator frequency depends mainly on 

the rotor speed. Therefore, if the wind velocity 

changes, or if the load on the induction generator 

changes, there is a possibility that the terminal voltage 

and frequency will change. This is objectionable to 

sensitive loads. In this paper, the FMPC controller has 

been suggested to overcome this problem. So, the 

generator's terminal voltage can be regulated by 

adjusting the static VAR firing angle α using integral 

regulating as shown in the following equation: 

dsref vVp −=α      (1) 

Where refV ,  and dsv    are the reference and actual 

voltages at the generator terminals respectively. 

To regulate the frequency, the rotor speed must be 

controlled. The rotor speed can be adjusted by 

controlling the turbine's output power. The power 

output of the wind turbine can be adjusted by 

regulating the blade angle β of the turbine according to 

the following differential equation: 

tref PPP −=β         (2)  

Where tP  is the turbine output power, which is a 

function in the blade angle, rotor speed, and wind 

speed as shown below. 

3

2

1
wpt VACP ρ=  

Where ρ  is the air density, and A  is the swept area by 

the blades [28], and 

( ) ( ) ( ) βλ
β

λπ
β 300184.0

3.015

3
sin0167.044.0 −−

−

−
−=C p  

The value of the reference power is chosen at rated 

wind speed, optimal tip-speed ratio and zero blade 

angle. 

 
Fig.(1): Schematic representation of the wind 

energy system  

 

2.1 . Complete System Dynamic and Linearized 

Model 
Then, the complete dynamic model of the proposed 

isolated wind-generation system can be described as 

follows [9] and [29]: 
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dsref vVp −=α                                               (13) 

tref PPP −=β                                                  (14) 

In this paper, the linear model predictive controlled is 

used, so it is assumed that the plant dynamics are 

linear. Therefore, small signal linear model of the 

proposed WECS is linearized around an operating 

point to study the system dynamics when subjected to 

small perturbations. The linearized model can be 

described by the following equation: 

νηµ ++= BAxpx                                       (15) 

Where  

t
dloqlodlqldsmdrqrdsqs iiiiviiiix ][ βαω ∆∆∆∆∆∆∆∆∆∆∆∆=

    , 
t

refref
PV 



=µ   ,   [ ]tLw ZV ∆∆=ν                                                                                          

Where x  represents system states variables, µ  

represents control inputs, ν  represents the disturbance.  

Also, =A  [ ija ]  is a  12 x 12  matrix containing the 

system parameters.  

 

3. Functional Model Predictive Control 
3.1. Model predictive Control 
Model predictive control uses an explicit model of 

system to predict future trajectory of system states and 

outputs. This prediction capability allows solving 

optimal control problem online, where prediction error 

(i.e. containing difference between the predicted output 

and reference output) and control input action are 

minimized over a future horizon, possibly subject to 

constraints on the manipulated inputs, states and 

outputs. The optimization yields an optimal control 

sequence as input and only the first input from the 

sequence is used as the input to the system. At the next 

sampling interval, the horizon is shifted and the whole 

optimization procedure is repeated. The main reason 

for using this procedure, which is called receding 

horizon control (RHC), is that it allows compensating 

for future disturbance and modeling error. 

The basic structure of model predictive control is 

depicted in Fig. 2. An explicit model of the system is 

used to predict future output response chain ŷ . Based 

on the predicted system output and current system 

output, the error is calculated. The errors, then, are fed 

to the optimizer. In the optimizer, the future optimal 

control sequence, ∆u, is calculated based on the 

objective function and system constraints. 

In this paper, the state space model of the system is 

used in the model predictive control. The general 

discrete form of the state space model used in model 

predictive control is of the form: 

)()(

)()()()()1(

kxCky

kwFkdEkuBkxAkx

z

zzzz

=

+++=+
   (16) 

where k is the sampling instant, x is state vector, u is 

input vector, d represents system disturbance and w 

represents system noise model. Az, Bz, Cz, Ez and Fz are 

coefficients of system state space model and reflect the 

isolated wind generation system model in (15). 

The final aim of model predictive control is to provide 

zero output error with minimal control effort. 

Therefore, the cost function J that reflects the control 

objectives, is defined as: 

( ) ( )∑ ∑ +∆++−+′=
= =

p c
N

k

N

k
krefk knuvknyknynJ

1 1

22
)()()( µ  

                            (17) 

Where 

kk vandµ  respectively, the weighting factors for 

the prediction error and control energy; 

)( kny +′  k
th
 step output prediction; 

)( knyref +  k
th
 step reference trajectory; 

)( knu +∆  k
th
 step control action. 

where the first term reflects the future output error and 

second term reflects the consideration given to the 

control effort. The predicted output vector has 

dimension of 1×Np where Np is the prediction horizon. 
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∆u is control action vector with dimension of 1×Nc 

that Nc is control horizon. In the model predictive 

control, the control horizon, Nc , is always smaller than 

or equal to prediction horizon (Np ). kk vandµ  

reflecting the weights on the predicted error of 

predicted outputs and change in the control action. 

The constraints of model predictive control include 

constraints of magnitude and change of input, state and 

output variables that can be defined in the following 

form. 

maxmin )( uknuu ≤+≤ ,  maxmin )( uknuu ∆≤+∆≤∆  

maxmin )( xknxx ≤+≤ , maxmin )( xknxx ∆≤+∆≤∆      

         (18)              

maxmin )( yknyy ≤+≤ , maxmin )( yknyy ∆≤+∆≤∆  

Solving the objective function (17) with system 

constraint (18) gives the optimal input control 

sequence. 

 

3.2. Laguerre Based MPC 
In the classical model predictive control, the future 

control signal is modeled as a vector of forward shift 

operator with length of Nc . 

[ ])1(),...,(),...,( −+∆+∆∆=∆ cNnuknunuU   (19) 

where Nc unknown control variables are achieved in 

the optimization procedure. When large prediction 

horizon is needed to achieve high closed loop 

performance that needs large computational burden. 

Therefore, MPC may not be fast enough to be used as 

a real time optimal control for such case.  

A solution to this drawback is using functional 

MPC. In the functional MPC, future input is assumed 

to be a linear combination of a few simple base 

functions. In principle, these could be any appropriate 

functions. However in practice, a polynomial basis is 

usually used [30]. This approximation of input 

trajectory can be more accurate by proper selection of 

base function. Using functional MPC, the term used in 

the optimization procedure can be reduced to a fraction 

of that required by classical MPC. Therefore, the 

computational load will be reduced largely. 

In this paper, orthonormal basis Laguerre function 

is used for modeling input trajectory. Laguerre 

polynomial is one of the most popular orthonormal 

base functions which has extensive applications in 

system identification [26]. The z-transform of m’th 

Laguerre function is given by: 

12 11
−




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
−

−

−

−
=Γ

m

m
az

az

az

a
    (20) 

where 0≤a≤1 is the pole of Laguerre polynomial and is 

called scaling factor in the literature. The control input 

sequence can be described by the following Laguerre 

functions: 

∑≈+∆
=

N

m
mm klcknu

1

)()(      (21) 

where lm is the inverse z-transform of Γm in the discrete 

domain. The coefficients cm are unknowns and should 

be obtained in the optimization procedure. The 

parameters a and N are tuning parameters and should 

be adjusted by user. Usually the value of N is selected 

smaller than 10 that is enough for most practical 

applications. Generally, choosing larger value for N 

increases the accuracy of input sequence estimation.  
 

3.3. Exponentially Weighted MPC 
Closed loop performance of MPC depends on the 

magnitude of prediction horizon Np. Generally, by 

increasing the magnitude of prediction horizon, the 

closed loop performance will be improved. However, 

practically, selection of large prediction horizon is 

limited by numerical issue, particularly in the process 

with high sampling rate. One approach to overcome 

this drawback is to use exponential data weighting in 

model predictive control [27]. 

 

3.4. Design of the proposed Functional Model 

Predictive Control 

 
In this section, the Laguerre based model predictive 

control and exponentially weighted model predictive 

control are combined in order to alleviate 

computational effort and reduce numerical problems. 

At first, a discrete model predictive control with 

exponential data weighting is designed.  The input, 

state and output vectors are changed in the following 

way: 
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where σ is tuning parameter in exponential data 

weighting and is larger than 1. The state space 

representation of system with transformed variable is: 

)(ˆˆ)(ˆ

)(ˆˆ)(ˆˆ)1(ˆ

nxCny

nuBnxAnx

=

∆+=+
    (23) 

Where σσσ /ˆ,/ˆ,/ˆ CCBBAA ===  

The optimal control trajectory with transformed 

variables can be achieved by solving the new objective 

function and constraints. 
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 By choosing a>1, the condition number of hessian 

matrix will be reduced significantly, especially for 

large values of prediction horizon (Np).This leads to a 

more reliable numerical approach. 

After solving new objective function with new 

variables, the calculated input trajectory should be 

transformed into standard variable with the following 

equation. 

 

[ ])1(ˆ,...),(ˆ )( 1 −+∆∆=∆ −
c

NoT NkuakuaU c    (26) 

 

The Laguerre based model predictive control and 

exponentially weighted model predictive control can 

be combined using the following systematic procedure: 

- Choosing of the proper tuning parameter σ . 

- Transforming the system parameters (A, B, C) and 

the system variables (U, X, Y) are transformed using  

equations (23) and (24). 

- The objective function with its constraints is created 

based on equations (25) and (26). 

- Optimizing objective function based on Laguerre 

polynomial and then calculating unknown Laguerre 

coefficients. 

- Calculating input chain from equation (21). 

 

The calculated weighted input chain is transformed 

into unweighted input chain using equation (26) and 

applied on the plant. 

 

 
Fig. (2): Basic structure of model predictive control 

 

4. System Configuration 
Fig. (3) show the block diagram of the WECS with the 

proposed FMPC controller. There are two paths of 

control are used here based on FMPC to regulate load 

voltage and frequency. The first path is dedicated for 

regulating the terminal voltage of the induction 

generator to a reference value via adjusting the firing 

angle of the thyristor of the SVAR. The second path is 

used to control the mechanical input power to the 

generator by adjusting the blade pitch angle of the 

wind turbine. A blade pitch actuator is used to control 

the mechanical power and hence the system rotational 

speed and consequently the terminal voltage 

frequency. 

Digital simulations are obtained to validate the 

performance of the proposed FMPC with the isolated 

WECS. The input to the FMPC are the terminal 

voltage error and the generator's input power error. 

And the output of the FMPC are considered as TCR 

firing angle and the blade angle. The control 

parameters are assumed as following 

input weight matrix: µ=0.18×INc×Nc 
output weight matrix: v=1×INp×Np 

The constraints are chosen such that, the TCR firing 

angle is normalized to be between 0 and 1, where 0 

corresponds to )( minα  and 1 corresponds to maximum 

firing angle )( maxα . Also, the blade angle is normalized 

to be between 0 and 1, where 0 corresponds to 

0min =β and 1 corresponds to maximum blade angle 

( )maxβ , thus: 









=≤≤=









max

max

min

min
10

β
α

β
α

u . 

The constraints imposed on the control signal are hard, 

whereas the constraints on the states are soft, i.e., small 

violations can be accepted. The constraints on the 

states are chosen such that to guarantee signals stay at 

physically reasonable values as follows: 
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The entire system has been simulated on the digital 

computer using the Matlab / Simulink /software 

package. The specifications of the system used in the 

simulation procedure are listed in appendix [29]: 

 

 

 
 

Fig. (3):  Block diagram of the wind energy conversion system with the proposed FMPC controller. 

 

5. Simulation Results 
Digital simulations have been carried out to validate 

the effectiveness of the proposed system under load 

and wind velocity excursions. The parameters of the 

FMPC based on Laguerre function are adjusted to be 

a=0.27, N=6, σ =1.08, Np=300 and Nc=5.  

The performance of the proposed scheme has been 

tested with a turbulence change  in wind speed. In 

addition, the system response is investigated during a 

step change of  load impedance.  

Simulation results depicting the variation of 

different variables with step turbulence in wind speed 

are shown in Fig. (4). The wind speed is assumed to 

vary between 6 m/s and 8 m/s. It has been noticed that 

as the wind velocity increases, the firing angle of the 

thyristor will decrease. This is because, at higher wind 

speed, the shaft torque output of the wind turbine 

increases and tends to increase the rotor speed of the 

induction generator. The control action can be 

summarized as follows: 

a) If the terminal voltage tends to increase due to the 

increase in wind speed, the FMPC controller comes 

into operation and decreases the firing angle of the 

thyristor. This would result in reducing the equivalent 

inductance of the reactor in the SVAR and, in turn, 

increasing the reactor current. Consequently, the total 

effective load on the induction generator will increase. 

The terminal voltage tends to reduce and settles down 

to the reference value. 

b) If the electrical frequency of the generator tends to 

increase due to the increase in wind speed, the 

controller will increase the blade angle causing the 

mechanical input power to decrease. This will reduce 

the rotor speed and so the terminal frequency. 

c) If the terminal voltage and /or frequency tries to 

decrease  due to reduced wind velocity, the controller 

will take an action which is opposite to that outlined 

above. 

Figure (5) shows simulation results of the proposed 

system with step change in load impedance. It is seen 

that the action of the FMPC controller, with a step 

increase in load impedance (or a decrease in load 

current ) is similar to that with an increase in wind 

velocity and vice versa. Thus, if  the load impedance is 

assumed to be  abruptly increased, the load current will 

decrease. In response to the load reduction, the 

terminal voltage tend to rise. Therefore, the proposed 

controller comes into action and decreases the firing 
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angle of the thyristor. This is, in turn, will increase the 

reactor current causing the effective load on the 

induction generator to increase, and in turn, the 

terminal voltage to restore its reference. Also, 

reduction in load current leads to increase in rotor 

speed and hence in the electrical frequency of the 

generator, so the controller will increase the blade 

angle causing the mechanical input power to decrease. 

This will reduce the rotor speed and so the terminal 

frequency.  

On the other hand, if the load impedance decreases, 

the controller increases the thyristor firing angle which 

decreases the reactor current and decreases the blade 

angle to compensate for the load increase. 

 

 

 

 

 

5.1. Robustness 

Since our concerns are also in robust stability against 

various model uncertainties, some system parameters 

have been changed as follows: 

i) The stator and rotor resistances are assumed to 

increase by 20% above nominal values. 

ii) The moment of inertia is assumed to rise 20%  

above nominal. 

iii) The magnetizing inductance is assumed to be  10%  

less than nominal. 

 

For perturbed system the responses are shown in fig. 6 

and fig. 7. It should be seen that the system is robustly 

stable in spite of parameters variations. 

It has been indicated in the figures that the FMPC 

controller is able to stabilize the terminal voltage and 

frequency with high accuracy in spite of modeling 

errors. 
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Fig. (4) Simulation results of the proposed scheme with step change in wind speed 
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Fig. (5) Simulation results of the proposed scheme with step change in load impedance. 
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Fig. (6) Simulation results of the proposed scheme with step change in wind speed with parameters change. 
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Fig. (7) Simulation results of the proposed scheme with step change in load impedance with parameters change. 

 

6.  Conclusions 

This paper investigates the robust centralized 

functional model predictive controller to control the 

terminal voltage and frequency of a SEIG.  The SEIG 

driven by wind turbine and feeding static load. This 

scheme consists of a wind turbine, induction generator, 

SVAR compensator (fixed capacitor in parallel with 

thyristor controlled reactor), and static load. The firing 

angle of the thyristor is controlled according to the 

error between the reference and actual load voltages. 

Also, the rotor speed is adjusted by controlling the 

blade pitch-angle according to the error between the 

reference and actual mechanical power input to the 

generator. The complete nonlinear dynamic model of 

the system has been described and linearized around an 

operating point.  

The proposed predictive controller uses 

orthonormal Laguerre functions to describe control 

input trajectory which reduces real time computation 

largely. Also, exponential data weighing is used to 

decrease numerical issue, particularly in large 

prediction horizon. Constraints are imposed on both 

the TCR firing angle and the blade angle. 

Digital simulations have been carried out in order 

to evaluate the effectiveness of the proposed scheme. 

The wind energy system with the proposed controller 

has been tested through turbulence changes in wind 

speed and step changes in load impedance. The results 

prove that the proposed controller is successful in 

regulating the terminal voltage and frequency of a 

stand alone wind energy conversion system under 

wind and /or load excursion and it is robust against 

system parameters change.  

 

NOMENCLATURE 

qsds vv ,     d-q  stator voltages, 

qsds ii ,            d-q stator currents, 

qrdr ii ,            d-q  rotor currents, 

sR , rR          stator and rotor resistances per phase, 

mrs LLL ,,   stator, rotor and magnetizing 

inductances  

 0C  self excitation capacitance per phase,  

sω    angular stator frequency of  the 

induction generator, 

mω  angular rotor speed (electrical 

rads/sec) of the induction generator, 

tω   angular rotor speed of the turbine, 

J   moment of inertia, 
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f   friction coefficient, 

p   differential operator d/dt , 

oL  physical inductance of the reactor in 

the SVAR, 

α   firing angle of the SVAR, 

β  Turbine blade pitch angle, 

qLdL ii ,   d-q load current, 

qLodLo ii ,   d-q reactor current in the SVAR, 

λ  turbine tip speed ratio, 

P   number of pole pairs.  
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Appendix :   System parameters  
 
Wind turbine  :   

Rating :   1  kw ,  450 rpm ( low speed side )  at   wV  =  

12  m/s .  

Size      :   Height = 4 m  ,  Equator radius = 1 m  ,  

Swept area = 4 m2 ,  ρ = 1.25 kg/ m2. 

 

Induction machine : 

Rating :  3-phase ,  2 kw  ,  120 V , 10 A , 4-pole , 

1740 rpm . 

Parameters : sR = 0.62 Ω  , rR = 0.566 Ω  , sL = rL = 

0.058174  H., mL = 0.054 H, J = 0.0622 kg.m2 ,   f = 

0.00366  N.m./rad/s. 

 

FC-TCR  :    oC  = 176 µF ,  oL  =  0.127 H. 
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