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Abstract: - Petrochemical operators view the distributed control system process through operating graphics that 
are displayed on four or more cathode ray tube displays that are monitored 24/7.  Clear representation of 
information is important and can have an economic impact found in the increased safety of facilities and reduced 
catastrophic failures. The graphics vary in both design and content, however there has not been extensive research 
done on the ability of vector arrows to display trend information. The purpose of this study was to understand the 
current trend representation methods and to develop efficient trend representation displays. Results indicate that 
providing vector arrows for trend representation can be effective in getting the attention of the user.  Results also 
indicate that between 10 and 20 degrees of change a participant notices change and that any rate of change 
increase beyond that does not improve their recognition, illustrating the importance of capturing the rate of 
change within this range in representing trend data. We were able to develop a display with vector arrows, and 
demonstrate that use of these for at-a-glance initial trend analysis improved performance in petrochemical 
industry systems. 
. 
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1 Introduction 

 
Process control systems have been used in many 
industries, including the petrochemical industry, to 
improve operator performance and efficiency [1] [2]. 
Chemical processes are very large-scale and complex 
systems that require close monitoring and continuous 
control by operators [3]. There has been a steady 
evolution of the technology used in a supervisory 
control in many control rooms, with operators 
responsible for the supervision of about 200 to 300 
control loops. If the control system cannot maintain 
target values for process parameters then the operator 
has to intervene to keep the system from exceeding 
the safe operating limits [4]. It has been found that a 
large number of errors that occur in supervisory 
control systems can be attributed to human error, 
rather than a failure by the control automation [5]. 
Hence it is important to present the right information 
to the operator for effective decision making. 

Time series data generation and analysis are used 
in almost every domain: business, entertainment, 
medicine, industry, and science. The petrochemical 
industry is one domain that relies on this type of data 
generation and representation. Operators depend on 
displays for plant information that is being constantly 
monitored and that requires an operator’s continuous 
attention. On the displays, raw time-series data is 
translated into useful trends and patterns so that the 
operators can decide on their next course of action. 

During normal plant operations, simple observations 
suffice; but when operations are in crisis-mode, it is 
imperative that operators be able to swiftly and 
correctly understand the information being displayed. 
Operators need to be able to: 1) determine when in 
abnormal system state, 2) assess current state and 
anticipate future state, 3) determine the cause of 
trends, and 4) recover back to a normal state quickly 
after a crisis [3]. 

Monitoring the performance of a control system 
can be a very cognitively demanding and complex 
task for the operator to perform, which requires 
information about the state of the process under 
control to be readily relayed to the operator in an 
efficient and engaging manner. Trends are useful to 
determine rate of change and direction for process 
variables, but take up a large amount of screen space. 
It is important to understand how to effectively 
design the display to improve human decision-
making.  

There are several trend analysis methods that 
currently exist in the process industry such as 
regression analysis based methods, triangular 
episodic presentation and qualitative scaling, 
dynamic time warping, wavelets, and qualitative 
temporal shape analysis [6]. These methods aim to 
provide predictive data based on the estimate of 
previous data. Also, they are dependent on the 
temporal information of the previous data. 
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In many of these cases, the trend analysis by the 
supervisor depends on the operator’s ability to 
visually monitor not only the changes in process 
variables, but also their change in direction.  Hence 
information display is the key to effective trend 
representation as it aids in data interpretability. 
According to Schkade and Kleinmuntz [7], there are 
three component characteristics of a display: 1) the 
form that the individual information elements take, 2) 
the meaningful organization of elements displayed in 
meaningful groups, and 3) the presentation sequence 
of individual elements or groups of items.  Selecting 
the appropriate display method varies depending on 
how the information is being compared and analyzed, 
which signifies the importance of understanding the 
tasks that will be presented to operators. 

Symbols and icons are a straightforward way of 
representing data, that allows effective use of the 
space on an interface screen [15][16]. For example, 
Garcia et al. [17] in their paper on Seasonality and 
The Newspaper Distribution Problem: Using Data 
Visualization to Improve Trend Line Forecasts, study 
the use of waterfall model to represent trends to help 
predict sales performance of specific newspaper 
products in specific geographical areas. To this end, 
a popular icon representation of these quantitative 
variables is vector arrows. Vector arrows are visual 
representations that present information about a 
particular variable and the direction in which the 
variable is trending. This form of interface 
representation is potentially an intuitive and 
economic way of representing trends. The advantage 
of it is that vector arrows take less space than 
graphical representation of trends and thus can 
represent the change for more variables in one screen.  

An effective operator can quickly gather and 
assess input so that the unanticipated conditions can 
be steered through as smoothly as possible. In order 
for this to occur, it is imperative that there is good 
process integration. The raw data must be 
transformed into integrated, actionable information. 
With multiple sources of information, the displays 
need to be manageable and not overload the operator 
with irrelevant data [8]. With identifying trends in a 
dynamic display, there are two phenomena that can 
cause the operator to miss a change in the data or 
trend: change blindness and inattentional blindness. 
One of the key factors in monitoring trends is that the 
operator needs to act within a certain rate of change 
of a given variable. 

In a process control system, if the operator is not 
engaged with the interface then a phenomena known 
as change blindness can occur, in which the operator 
is unaware of changes to the process environment. 
Research on change detection indicates that operators 

are often unsuccessful in noting display changes 
when they occur simultaneously  with eye blinks, 
screen flashes, and scene relocation, making the 
location and type of information displayed important 
[9][21][22][23]. When the operator’s attention is 
drawn to a location other than that of the change, 
detection failure is more likely to occur. In a study 
related to understanding if sudden directional change 
can induce change blindness, the authors found that 
people tend to miss the change when the direction of 
change occurred quickly [20]. As the monitoring of 
the control systems in the petrochemical industry is 
reliant on the operator’s successfully and efficiently 
interaction with multiple visual displays, there is a 
high likelihood that the change occurring on the 
screen will coincide with the aforementioned blinks 
or distractions [9]. 

Change blindness refers to the phenomenon that 
occurs when an individual is unable to detect changes 
in a visual display when the physical changing of the 
scene is concealed [10]. Another phenomenon 
associated with change detection is inattentional 
blindness.  Inattentional blindness occurs when the 
operator fails to detect an unchanging object in the 
scene, and that object is not concealed [11]. It is not 
always clear whether the operator has noticed 
change, even when they do not directly report that a 
change has taken place. Not reporting the chance 
does not mean it was not detected, only that the form 
in which the operator used to report the change is not 
sensitive enough to measure the change [13]. In a 
study performed by Simons et al., [12], participants 
did not notice an initial change during the trial, but 
they were able to report on the change later when they 
were given a clue as to the nature of the change. This 
is in line with another research effort looking at 
unconscious awareness of detection [14]. 

The focus of the study presented here was to 
understand the effect of rate of change (ROC) of 
process variables  when trends are present and when 
they are not present. Three rates were identified 
based on interviews with subject matter experts – 10, 
20, and 30 degrees. We also wanted to test the effect 
of trend presentation with the three conditions – with 
trend, without trend, vector arrow representation. 
The key research questions addressed by this study 
include – a) how useful are replacing trends with 
vector arrows representing the same information?; 
and b) Is there a significant difference between the 
detection-time in the different scenarios? 
 
2 Methods 

 
In order to test the research question, the following 
study was conducted in a controlled environment in 
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the Human Performance Laboratory at Wright State 
University. 
 
2.1 Participants 

Thirty undergraduate engineering students (27 males, 
3 females) participated in the study. The age range of 
the subject pool was 18-45. Eligibility criteria 
required the participants to have normal or corrected-
to-normal vision and normal color vision. This 
criterion was included in the recruitment script sent 
out as well as verbally confirming with the 
participant. Participation in this study was voluntary 
and prior to beginning the experiment, participants 
were asked to sign an informed consent form 
approved by University’s Institutional Review Board 
(IRB). 
 
2.2 Design  

A 3 x 3 factorial within-subject design was used to 
evaluate the displays with the independent variables 
being type of trend representation – trend line, no 
trend line, vector arrows and rate of change - 10, 20, 
and 30 degrees. These were presented in the 
combinations shown in Table 1, and each participant 
viewed two trials of each presentation rate, in a 
random order. 
 
Table 1. Display variable combinations presented to 
the participants. 

  
 

Dependent variables measured included: 
 Response time – the length of time a participant 

took to correctly identify when a significant 
change of a variable occurred;  

 False alarms – number of times when a 
participant called out a variable as being 
significant when it was not 

 Percent miss – this indicated the percentage of 
significant variable changes that were missed. 
Percent miss was calculated by taking the total 
number missed and dividing it by the total 
number of possible correct variables 

 
2.3 Apparatus and Stimuli 
The experiment was conducted using a set of images 
created to simulate an operator control display.  

These were generated using screenshots from DeltaV 
Simulate, developed by Emerson®, providing a real-
world representation.  The displays showed six 
variables containing ranges of data to be monitored. 
During each trial, 1-2 variables would change +/- 11 
degrees with the remaining variables having a natural 
variation within a 10-degree range. Each variable was 
assigned a specific color to be easier to differentiate 
the rate of change. The three interfaces are as shown 
in Figure 1a, 1b, and 1c below.  
 

 
Fig. 1a Trend representation with variables showing 
upward, downward varied ROC. 
 

 
Fig. 1b No Trend representation with variables 
showing varied ROC. 
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Fig. 1c Vector Arrow representation with variables 
showing varied ROC. 

 
The following figures Figure2a, 2b, and 2c show the 
10, 20, and 30 degree rate of change of the variables 
respectively, for trend representation. 
 

 
Fig. 2a 10o ROC for a specific variable 
 

 
Fig. 2b 20o ROC for a specific variable. 
 

 
Fig. 2c 30o ROC for a specific variable 
 
2.3 Procedure 

After informed consent was given, the participants 
verified normal or corrected-normal vision, and the 

participant was assigned a randomized trial order 
based on Latin square design for randomization. 
Participants monitored the display of a simulated 
scenario of petroleum distillation. In this simulated 
scenario, participants were asked to monitor the 
display screens and identify variables that were 
undergoing a critical change.  The critical change was 
deemed beforehand (based on subject matter expert 
interviews) to be any variable that changed +/- 11 
units during a trial. Each trial lasted one minute each. 
Control room operators typically are working on 
tasks that require them to monitor the process control 
system as well as other desktop related tasks.  In order 
to simulate a situation of how real operators end up 
multi-tasking, the participants were given a distractor 
task of writing the numeric value of a randomly 
assigned variable, based on their color. 

After each set of testing, subjects were given a 
questionnaire to fill out and asked a few verbal 
questions regarding the completed set. After all three 
sets were complete, subjects had to complete one 
additional verbal post-test questionnaire and a NASA 
TLX survey. 
 

3.  Results 
Results related to the dependent variable were 
analyzed using JMP™. A Shapiro-Wilk W Test for 
trend representation and rate of change of variables 
data sets resulted in non-normal data sets (Prob < W 
= 0.0002, Prob < W = 0.0002,  Prob < W = 0.0007 ). 
Therefore, nonparametric comparisons for each pair 
using the Wilcoxon Method were conducted for the 
response time for each variable.  
 
3.1 Response time 

Results indicated a significant difference between 
degree change and trend and no trend (p = 0.0261).  
Figure 3 shows the average response time in seconds 
for trend, no trend, and vector arrows. Here we can 
see vector arrows had the lowest average response 
time (mean 31.79, SD 16.41) for the three variables 
and there was little difference between trend (mean 
38.61, SD 18.63) and no trend (mean 37.24, SD 
19.87). 
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Fig 3. Mean Response time for Trend, No Trend, and 
Vector Arrows 
3.2 False Alarms  

A one-way ANOVA was conducted to see if there 
were any significant differences in the number of 
false alarms between the conditions -  trend, no trend, 

and vector arrow. As noted with an alpha of 0.05 (p 
= 0.0588), the result was approaching significance. 
The number of false alarms for vector arrows 
between all three degrees was the largest, with no 

trend following. Trend had the smallest number of 
false alarms. Table 2 and Figure 4 show the number 
of false alarms for trend, no trend, and vector arrow 
broken down by degrees. Vector arrows at 10 degrees 
had the highest number of false alarms, while trend 
at 20 degrees had the lowest. 
 

 
Fig. 4 False Alarms for each of the conditions (Trend 
(T), No Trend (NT), and Vector Arrows (VA) 
 
3.3 Misses 

A one-way ANOVA was conducted to see if there 
were any significant differences in the number of 
misses between trend representation types. The 
results yielded a non-significant result (p = 0.6708). 
Table 2 shows the number of misses and the percent 
miss. Percent miss was calculated by taking the total 
number missed and dividing it by the total number of 
possible out of range variables. For trend and no 
trend, the total number of possible correct variables 
was 147, for vector arrows it was 120. The difference 
in possible correct variables is due to different 
number of subjects between trend/no trend (n=21) 
and vector arrows (n=30) and different number of 
correct variables to choose, trend/no trend had 7 
chances to participants to correctly identify the 
changing variable, vector arrows had only 4.   Figure 
5 shows that No trend had the overall lowest percent 
miss and Trend and Vector arrows were higher and 
identical to each other.  
 
 

Table 2. Count and Percent Miss 

Trend, No Trend, 
Vector Arrows 

Degrees Total 
Misses 

% 
Miss 

Trend 10 43 29% 
Trend 20 17 12% 
Trend 30 24 16% 
No Trend 10 34 23% 
No Trend 20 14 10% 
No Trend 30 10 7% 
Vector Arrow 10 30 25% 
Vector Arrow 20 15 13% 
Vector Arrow 30 23 19% 

  

 
Fig. 5 Percentage of Misses across the trend 
representation methods 
 
3.4. NASA_TLX 

The NASA_TLX data was analyzed using a one-way 
ANOVA. Results showed no significant difference 
among responses for trend, no trend, and vector 
arrows (p=0.6846). 
 
4 Discussion 

Reducing mental and physical workload that 
operators may face while they are monitoring the 
screens is one way to achieve our goal. Mental and 
physical workload play a very important role in an 
operator's performance. Since a small mistake might 
lead to disaster in petrochemical fields, operators 
should maintain a high performance all the time 
while they are monitoring the screens. As noted in a 
white paper by Emerson [28], leading distributed 
control system developer for process industries, 
operators need the right tools for reducing the 
potential mistakes and as mistakes can be very costly. 
Reducing mental and physical workload on operators 
will help them to perform well so that will decrease 
the chance of mistakes that might happen by 
operators. Ultimately, reducing the cost of fixing any 
problems that might occur due to human error. 
 For us, the economic impact of our experiment is 
found in the increased safety of facilities and reduced 
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catastrophic failures.  In the petrochemical field it is 
necessary for temperatures and pressures to be kept 
constant to produce the necessary chemicals or 
products. Operators monitor thousands of variables 
and, while not common, it is possible for operators to 
miss changes in the system that lead to disasters such 
as explosions, damaged tanks, or stalled production.  
While there are warning features that can be built into 
the system, they require individual coding and can be 
tedious to set up and maintain.  If the operator misses 
the changes and the value becomes extreme it can 
lead to a dangerous reaction leading into damaged 
equipment or, in extreme cases, explosions and death, 
it is not uncommon for a disaster to lead to damages 
of over a million and even into the billions.  By 
making changes easier to detect we will help the 
operators catch changes before they reach critical 
levels without computer system notification.  This 
will help reduce dangerous events and save money on 
safety expenses.   
 As noted in literature, human computer 
interaction is an important element of data 
visualization [18][19][24] [25]. In order to provide an 
effective interaction modality for improved human 
computer interaction, it is important to provide the 
visualization information in an effective manner that 
reduces cognitive overload and allows for aiding 
human decision making. This is not easy in the case 
of trend representation, especially in a complex 
system such as the petrochemical industry that lends 
itself to information overload. Hence, it is important 
to understand that the right information needs to be 
presented in the right way. In this study we found that 
by using vector arrows, users are able to easily look 
at the information and can make effective and rapid 
decisions. 
 

5 Conclusion 

This study aimed to provide a platform to evaluate 
representation of trend in a meaningful manner that 
allows ease of use and effective decision making by 
petrochemical operators. As mentioned in the article 
by Wakasugi and Venugopal, [26], advanced process 
control systems are moving towards creating 
visualization tools that are used for tracking and 
monitoring process unit operations for improved 
performance. Villez et al., [27] discuss the need for 
qualitative representation of trends that allows the 
operator to easily identify trend without knowing the 
underlying statistical technique of trend 
representation. Results indicate that providing a 
vector arrow icon for trend representation can grab 
the attention of the user, and can act as the first steps 
towards drawing the user attention. If needed the 
operator can be expand the trend variable in a trend 

graph. Results also indicate that between 10 and 20 
degrees of change a participant notices change and 
that any ROC increase beyond that does not improve 
their recognition. Our research can also be adapted 
for use in any industry that relies on operators to 
remotely monitor the conditions of a sensitive 
system.  In order to integrate the research it would be 
necessary to work with the software developers of the 
standard monitoring systems of each industry.  They 
would need to be convinced to offer more graphic 
representation of the system data.  Additionally, it 
would be necessary to conduct additional research to 
make sure that the trend lines are incorporated into 
the interface in the most optimal way possible.   
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