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Abstract: - Today’s life, big data can be seen in many fields. There are many computer-based methods 
developed and continuing to be developed to assess the big data more efficiently. Data mining is one of them. 
In this paper, two Canadian banks’ daily stock market price changes are examined by ten data mining 
algorithms to see which algorithm or algorithms classify the financial data well. For this purpose, thirty-seven 
years of daily stock price changes for two Canadian banks with 21 independent variables and one dependent 
variable, price, were obtained from NASDAQ. Ten data mining algorithms were applied to two datasets 
separately and the performances of the algorithms were compared and tested based on accuracy, kappa statistic, 
process time and confusion matrix. It was observed that tree algorithm, J48, and meta-analysis algorithms, 
Meta-Attribute Selected Classifier, Meta-Classification via Regression and Meta-Logitboost, classified the 
financial data with high accuracy. The results show that tree algorithm, J48, and the meta-analysis algorithms, 
Meta-Attribute Selected Classifier, Meta-Classification via Regression and Meta-Logitboost, are promising 
alternative to the conventional methods for financial prediction.  
 
Key-Words: - Classification, Logistic Regression, Fuzzyrough-NN, Genetic Programming, J48, Random Forest, 
Navie Bayes, Navie Net, Meta-Analysis, Weka, Data mining 
 

1 Introduction 
In today’s digital age, large volume of data can be 
seen in many fields. The essential goal of scientists 
and researchers to extract valuable information from 
the big data utilizing the appropriate methods. Data 
mining (DM) is one of them. DM is a data analysis 
technique based on statistical application; it aims to 
extract information that could previously not be 
determined, from massive quantities of data [1]. 
DM and knowledge discovery are a family of 
computational methods that aim at collecting and 
analysing data related to the function of a system of 
interest to gain a better understanding of the system 
[2]. DM attempts to formulate, analyse and 
implement basic induction processes that help 
extract meaningful information and knowledge from 
unstructured data. DM that aims to reveal valuable 
information from the overwhelming volume of data 
and achieve better strategic management and 
customer satisfaction is the process of using 
statistical, mathematical, artificial intelligence, and 
machine learning techniques to extract and identify 
useful information and knowledge assembled from 
large databases [3, 4]. DM, also referred to as 
knowledge discovery is the science of extracting 
critical information from large amount of existing 

raw data and deploying that information across the 
organization [5, 6]. DM can be used in different 
disciplines, such as finance [7], business and 
banking [8, 9], engineering [10], medicine [11-13] 
and science [14].  
There are many DM methods to perform the 
analysis, such as clustering, classification, and 
association. Classification is of the widely used DM 
method to extract information from various high-
dimensional data sets [4]. The classification 
includes the following algorithms; Logistic 
regression (LR), J48, Discriminant analysis (DA), 
K-Nearest Neighbor (KNN), Naïve Bayes (NB), 
Decision Tree (DT), Rough sets (RS), Fuzzy Rough 
(FR),  Fuzzy Rough -NN (FRNN), Random Forest 
(RF), Genetic Programming (GP), Associative 
Classification (AC), Neural Network (NN) and 
Support Vector Machine [15]. In literature, it is seen 
that LR have been applied to show a relationship 
between banking sector development and the 
financing of businesses with loans [16, 17], RS were 
used to classify price movements [18], financial data 
[19] and also to classify credit ratings in the global 
banking industry [20]. The literature on 
classification models is vast and offers a myriad of 
techniques that approach the classification problem 
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from multiple angles [21, 22]. Fuzzy Rough Set 
(FRS) has been extended to cast the RCN approach 
withing the framework of FRS to eliminate the need 
for a user-specified similarity threshold while 
retaining the model’s discriminatory power [23, 24]. 
GP has been successfully applied in economic and 
financial prediction [25]. These algorithms encode a 
potential solution for a specific problem into a 
simple chromosome-like data structure and apply 
recombination operators to these structures to 
preserve critical information [26]. Similarly, J48 has 
been used to classify banking data [27]. 
Classification is one of the commonly used DM 
method. Many algorithms, including LR, cluster 
analysis, RS, FR, FRNN, GP, Meta-Attribute 
Selected Classifier (MAS) algorithms, and several 
other techniques, have been used for the 
classification of price changes [4]. In this paper, ten 
classification algorithms of WEKA software as a 
tool are used to classify the daily stock market 
closing price change of two Canadian banks: BN, 
NB, RF, J48, FRNN, GP, LR, MAS, Meta-
Classification via Regression (MR) and Meta-
Logitboost (ML). Weka allows the user to analyse 
the data from various perspectives and angles, in 
order to derive meaningful relationships. To 
determine which algorithm or algorithms classify 
the two datasets more effectively and efficiently 
with high accuracy, WEKA 3.7.2 and 3.9.3 are used 
as a tool. The classifier performances are tested 
based on accuracy, kappa statistic, running 
(processing) time and confusion matrix.  
The rest of the paper is organized as follows. In 
section 2, classification algorithms used in this 
paper will be discussed briefly. Then, in Section 3, 
the purpose and methodology will be presented. In 
Section 4, findings will be discussed, and finally 
conclusion will be given in Section 5.      
 
 

2 Classification Algorithms 
In literature, there are different methods to assess 
the big data. Classification is one of the most used 
DM method. Classification is process of partitioning 
data into different classes or groups and collect the 
items into target classes. The main purpose of 
classification is to predict the target class for the 
data [28]. There are many different classifiers or 
algorithms. It is not exactly known that which will 
perform most efficiently and accurately in any given 
case. To find out which algorithm or algorithms 
classify the data more accurately, at least some of 
widely used one should be run. In this research, 
WEKA software will be used for the classification 
as a tool. In the rest of this section, some properties 

of WEKA software and ten classification algorithms 
used in this paper are summarized.  
Weka is a DM software that implements data 
mining algorithms using a java language. It is an 
open source program developed by the University of 
New Zealand. Weka supports several standard data 
mining tasks, more specifically, data pre-processing, 
clustering, classification, regression, visualization, 
and feature selection. All techniques of Weka 
software are predicated on the assumption that the 
data is available as a single flat file or relation, 
where each data point is described by a fixed 
number of attributes. This software has many 
important advantages, so that we use it in our work: 
1) It is fully implemented in the Java programming 
language, therefore runs on almost any architecture; 
2) it is easy to use due to its graphical user interface; 
3) It is a huge collection of data pre-processing and 
modelling techniques. [29] There are three steps to 
follow for classification by Weka: 1) preparing the 
data, 2) selecting and applying appropriate 
algorithm, 3) analysing the results. In the first step, 
the data should be converted to special dataset 
format. It supports multiple dataset format like csv 
data files, Json Instance files, libsvm data files, 
Matlab ASCII files etc., with the default being 
ARFF. After running the suitable algorithm, using 
performance measurements of classifier, analyse the 
results.  These measurements are kappa statistic, 
accuracy, root mean square error, ROC, confusion 
matrix and so on. The classification accuracy is the 
percent ratio of the number of correctly predicted 
data points to the total number of data points. In 
literature, 80% is assumed as the threshold point 
[30] for financial data. The second performance 
measurement of classifier is kappa statistic which is 
used to indicate the agreement between the model’s 
prediction and true values. Kappa statistic has a 
range from −1 to +1 [31]. It has been suggested the 
kappa result can be interpreted as follows: values ≤ 
0 as indicating no agreement and 0.01–0.20 as none 
to slight, 0.21–0.40 as fair, 0.41– 0.60 as moderate, 
0.61–0.80 as substantial, and 0.81–1.00 as almost 
perfect agreement [32]. To measure the classifiers’ 
prediction capability, the Kappa coefficient is used. 
Cohen’s Kappa coefficient measures the inter-rater 
agreement for categorical items. It is usually 
deemed a more robust measure than the standard 
accuracy since this coefficient considers the 
agreement occurring by chance [33]. The other one 
is confusion matrix which presents a visualization of 
the classification performance based on a table that 
contains columns representing the instances in a 
predicted class and rows representing the instances 
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in an actual class. In this paper, processing (running) 
time was used as another performance measure. 
Weka has various classification algorithms. 
Classification contains seven different types of 
classifiers: Bayes, Functions, Lazy, Meta, Misc, 
Rules and Trees [34]. Each classifier contains 
different number of algorithms. Ten of them were 
used in this study and illustrated in Fig. 1. 

 
Fig. 1. Used classification algorithms 
 
Bayesian classifiers, BN and NB, are both 
probabilistic algorithms. BN are directed acyclic 
graphs (DAG) whose nodes represent random 
variables. The nodes can be any observable 
quantities, variables, unknown parameters or 
hypotheses [34, 35]. Edges are the conditional 
dependencies. Nodes which are not connected 
represent the independent variables. Each node is 
associated with a probability function that takes as 
input a set of values for the node's parent variables 
and gives the probability of the variable represented 
by the node [35]. NB is a probabilistic classification 
algorithm using estimator classes, where numeric 
estimator precision values are chosen based on the 
analysis of the training data [36].  
Fuzzy classifier, FRNN, is a new approach to fuzzy-
rough nearest neighbour classification. Nearest 
neighbour model that utilizes the lower and upper 
approximations from fuzzy rough set theory to 
classify test instances [37].  
GP algorithms encode a potential solution to a 
specific problem on a simple chromosome like data 
structure and apply recombination operators to these 
structures to preserve the critical information [38].  
J48 Induces classification rules in the form of a 
pruned/unpruned decision tree. case J48 creates a 
decision node higher up in the tree using the 
expected value of the class. J48 can handle both 
continuous and discrete attributes, training data with 
missing attribute values and attributes with differing 
costs. Further it provides an option for pruning trees 

after creation [39], while RF is bagging of Random 
Trees [40].  
Meta classification indicates the usage of 
combination of multiple classifiers. This 
combination is carried out within three steps: In first 
step, multiple training subsets are constructed from 
a training set. In second step, each classifier is 
solely constructed according to both the algorithm 
and data training subset. In third step, the results of 
base classifiers are integrated, and results are 
obtained in a higher-level step called Meta 
classifier. There is also a Multiclass Classifier Meta 
classifier that does this for any binary class classifier 
[41]. With MAS Algorithm, the range of the training 
data and testing data is lessened by this algorithm 
before being departed onto the classifier. The 
classifier is raised, so various search approaches are 
used during the phase of attribute selection. ML is a 
boosting algorithm is an extension of Adaboost 
algorithm. It replaces the exponential loss of 
Adaboost algorithm to conditional Bernoulli 
likelihood loss. This Class is used for performing 
additive logistic regression. [41]. MR uses 
regression approaches for classification.  
Finally, LR is a classifier building linear logistic 
regression models. LogitBoost with simple 
regression functions as base learners is used for 
fitting the logistic models [42]. 
 
 

3 Methodology 
The paper aims to explore which classification 
algorithm or algorithms out of ten DM algorithms 
classify the stock price changes for two Canadian 
banks effectively, accurately and fast. In this 
research, thirty-seven years of data for the period of 
1980 to 2017 for two major banks in Canada were 
used to analyse by ten classification algorithms. The 
purpose of this paper is  
 to determine the best classification algorithm or 
algorithms to classify the data based on process time 
 to determine the best classification algorithm or 
algorithms to classify the data based on performance 
parameters of classifiers, accuracy, kappa statistic 
and confusion matrix 
 to classify the daily stock price changes for two 
banks for future predictions 
 to find out which method gives the most accurate 
results when the method applied for each bank’s 
data separately.  
Stock market prices are very important parameters 
for the investors. They would like to invest on any 
financial instrument which gives more profit on the 
stock market. The price changes affect their 
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investments. For this purpose, two large Canadian 
banks’ stock market daily price changes, over the 
period from 1980 to 2017, were examined by ten 
different data mining classification algorithms, BN, 
NB, RF, J48, FRNN, GP, LR, MAS, MR and ML 
by using Weka 3.7.2 and 3.9.3 as a tool.  Data for 
two banks were obtained from NASDAQ [43]. 
Each data set has twenty-one independent variables, 
and one dependent variable. Independent variables 
are Daily Opening price, Daily Opening bid, Daily 
Opening ask, Daily Closing price, Daily Closing 
bid, Daily Closing ask, Daily High, Daily Low, 
Daily Transactions, Daily Volume, Daily Quotes, 
Daily Quote changes, Daily Return, S&P/TSX 
Composite Price Index, S&P/TSX Composite Total 
Return Index, Sector 40 (Financials) Price Index, 
Sector 40 (Financials) Total Return Index, 
S&P/TSX 60 Price Index, S&P/TSX 60 Total 
Return Index, Call Loan Interest Rate and Foreign 
Exchange Rate (CA$/US$) and the dependent 
variable is the change in daily closing price 
according to the previous day’s closing price. The 
dependent variable is the daily closing price change, 
which is grouped as “up”, “down” and “same” 
according to the previous day’s stock market daily 
closing price. If the closing price increased relative 
to the previous day’s closing price, “up” is assigned 
as the new variable component, if the closing price 
is decreased relative to the previous day’s closing 
price, “down” is assigned as the new variable 
component, and similarly, if the closing price 
remained the same, “same” is assigned as the new 
variable component 
 
 

4 Findings 
In this paper, ten algorithms, BN, NB, RF, J48, 
FRNN, GP, LR, MAS, MR and ML, were applied to 
the datasets for two major banks, TD and RBC, in 
Canada from 1980 to 2017 using Weka 3.7.2 and 
3.9.3 to determine the best classification with the 
best prediction accuracies. For this purpose, the 
performance of classification algorithms was 
analyzed regarding the four commonly used 
parameters, accuracy, kappa statistics, process time 
and confusion matrix. Table 1. represents 
accuracies, kappa statistics and the process times of 
each algorithms used in this paper for TD and RBC 
datasets.  
The first classification parameter is accuracy in 
Table 1. The classification accuracy is the 
proportion of the total number of predictions that 
were correct. The accuracy was evaluated using 10-
fold cross-validation. The correctly classified 

numbers and accuracy rates of the classifiers for the 
both banks were summarized second and fifth 
columns. For example, accuracy of BN algorithm 
with real instances for TD was 64.6032% which 
means 6178 out of 9563 stock prices were classified 
correctly. For TD data set, the highest same 
accuracy, 92.3455 %, is given by the algorithms 
J48, MAS, MR and ML. Similarly, the highest 
accuracy for RBC dataset is given by J48 
(92.1259%), MAS (92.1468%), MR (92.1259%) and 
ML (92.1364%). The accuracy of RF algorithm for 
both datasets followed the others. This shows the 
algorithms of meta-analysis and trees classify this 
type of financial data more accurately. The 
algorithms BN, NB and FRNN did not classify both 
datasets well based on accuracy.  

Table 1. Accuracies, Kappa statistics and process 
time of Algorithms 

 
 
The second parameter is kappa statistic which 
measures the classifiers’ prediction capability or the 
interrater agreement for categorical items.  The 
highest kapa statistic for TD data set was obtained 
from J48, MAS, MR and ML. Although J48, MAS, 
MR and ML algorithms were having the highest 
kappa statistics, RF, GP and LR algorithms gave 
reasonable kappa statistic, more than 80% 
agreement, which is the recommended agreement by 
many texts as the minimum acceptable interrater 
agreement [44]. Similarly, the highest kappa 
statistics for RBC dataset were seen on J48, MAS, 
MR and ML algorithms. Besides these, RF, GP and 
LR algorithms also produced the valid kappa 
statistics. Kapa statistics of BN, NB and FRNN are 
in the range of 0.34 to 0.53 for TD dataset, and 0.36 
to 0.50 for RBC dataset. Since these are under 80% 
threshold, they are not good classifiers for this kind 
of financial data based on kappa statistic.     
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The classification process time is the third 
parameter for classification. The running times of 
the all classifiers were measured in seconds and 
depicted in Table 1 for TD and RBC dataset. 0.13 
sec. is the shortest running time of the NB and 
FRNN algorithms for TD dataset whereas NB has 
the shortest running time with 0.08 seconds for RBC 
data. Then with 0.19 sec. running time, J48 
algorithm is the second-best classifier for TD 
dataset and with 0.13 sec. FRNN is the second-best 
algorithm for RBC dataset. On the other hand, GP is 
with the longest process time for both datasets. TD 
dataset, the classified time of GP algorithm in case 
of parameter used will takes more time. It took 
31.67 sec. compared with other used algorithms. 
Similarly, for RBC dataset, GP algorithm running 
time took 27.09 sec. Based on the running time of 
the classifiers, NB and FRNN algorithms run in 
shortest time for both data sets.  
 The overall comparison based on accuracy, kappa 
statistic and time shows that first J48, then the meta-
analysis algorithms, MAS, MR ad ML, classify the 
financial data well.  
 
Table 2. Confusion Matrices 

 

*TCC: Total correctly classified instances. 
 
Table 2 shows the confusion matrix containing 
statistical measures used to describe the ability of 
the classifier to discriminate among the cases with 
“up”, “down” and “remains same” classes. 
Confusion matrix presents a visualization of the 
classification performance based on a table that 
contains columns representing the instances in a 
predicted class and rows represent the instances in 

an actual class. The classification accuracy is the 
proportion of the total number of correct 
predictions. Confusion matrix presents a 
visualization of the classification performance based 
on a table that contains columns representing the 
instances in a predicted class and rows representing 
the instances in an actual class. Table 2 
demonstrates the confusion matrices obtained from 
different algorithms for two data sets, TD and RBC 
banks, containing statistical measures used to 
describe the ability of the classifier to discriminate 
among the cases with “up”, “down” and “remains 
same” classes.  
In the actual case for TD with BN algorithm, out of 
9563 data points, 6178 stock prices were classified 
correctly. Where stock prices increased in the 
previous day, 2849 of them increased; where stock 
prices decreased in the previous day, 2562 of them 
decreased; and where stock prices remained same in 
the previous day, 767 of them remained the same 
with 64.6032% ((2849+2562+767)/9563%) 
accuracy. In the actual case for TD with NB 
algorithm, out of 9563 prices 5058 stock prices were 
classified correctly. Where the stock prices 
increased in the previous day, 2565 of them 
increased; where stock prices decreased in the 
previous day, 1696 of them decreased; and where 
stock prices remained the same in the previous day, 
797 of them remained the same with 52.8914% 
accuracy. Similarly, for TD bank with RF algorithm, 
8780 real instances out of 9563 with 91.8122% 
accuracy; with J48 algorithm, 8831 real instances 
out of 9563 with 92.3455% accuracy; with FRNN 
algorithm, 6945 real instances out of 9563 with 
72.6237% accuracy; with GP algorithm, 8571 real 
instances out of 9563 with 89.6267% accuracy; with 
LR algorithm, 8603 real instances out of 9563 with 
89.9613% accuracy were classified correctly. In the 
actual case for TD bank with all meta-analysis 
algorithms, MAS, MR and ML, give the same 
number of correctly classified items, 8831 out of 
9563 and the same accuracy rates of 92.3455%. 
From Table 2, it can be concluded that according to 
the correctly classified real instances the data of TD 
bank were best classified by the algorithms J48, 
MAS, MR and ML. 
In the actual case for RBC with BN algorithm, out 
of 9563 data points, 6239 stock prices were 
classified correctly. Where stock prices increased in 
the previous day, 2922 of them increased; where 
stock prices decreased in the previous day, 2618 of 
them decreased; and where stock prices remained 
same in the previous day, 699 of them remained the 
same with 65.241%  ((2922+2618+699)/9563 %) 
accuracy.  In the actual case for TD with NB 
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algorithm, out of 9563 prices 5058 stock prices were 
classified correctly. Similarly, for RBC bank with 
NB algorithm, 5283 real instances out of 9563 with 
55.2442% accuracy; with RF algorithm, 8772 real 
instances out of 9563 with 91.7285% accuracy; with 
J48 algorithm, 8810 real instances out of 9563 with 
92.1259% accuracy; with FRNN algorithm, 6497 
real instances out of 9563 with 67.9389% accuracy; 
with GP algorithm, 8522 real instances out of 9563 
with 89.1143% accuracy; with LR algorithm, 8556 
real instances out of 9563 with 89.4698% accuracy 
were classified correctly. In the actual case for RBC 
bank with meta-analysis algorithms, 8812 real 
instances out of 9563 with 92.1468% accuracy with 
MAS algorithm, 8810 real instances out of 9563 
with 92.1259% accuracy with MR algorithm and 
8811 real instances out of 9563 with 92.1364% 
accuracy with ML algorithm were correctly 
classified. From Table 2, it can be concluded that 
according to the correctly classified real instances 
the data of RBC bank were best classified by the 
algorithms MAS, J48, MR and ML.  
When the algorithms are compared according to the 
number of correctly classified instances for both TD 
and RBC datasets, Meta-Analysis algorithms, MAS, 
MR and ML, and J48 correctly classify this kind of 
financial data. From Table 2, it can be concluded 
that NB and BN Algorithms are not good classifiers. 
It seems that RF, GP and LR algorithms are 
moderate classifiers.   
 

5 Conclusion 
In the digital age, the vast data should be analyzed 
properly. There exist several DM techniques and 
tools. In this paper, ten different DM classification 
algorithms were selected and run to classify the 
daily stock market price changes of two big 
Canadian banks in the period from 1980 to 2017. 
WEKA was selected as a tool and 3.7.2 and 3.9.3 
versions were used for the analysis. The test mode 
used for analysis is 10-fold cross validation and full 
training set. The analysis is based on accuracy, 
kappa statistic, process time and confusion matrix.  
The analysis results based on accuracy showed that 
J48 and meta-analysis algorithms, MAS, MR and 
ML classified both datasets well whereas the 
algorithms BN, NB and FRNN did not classify. 
Similarly, the analysis results based on the second 
parameter, kappa statistics, and the third parameter, 
confusion matrix, gave the same name of 
algorithms, J48, MAS, MR and MS, as the best 
classifiers for both datasets. Unlike to classifications 
based on accuracy, kappa statistics and confusion 
matrix, based on the running time of the classifiers, 

NB and FRNN algorithms run in shortest time and 
GP is the longest time for both data sets.    
The results have shown that, overall, the J48, MAS, 
MR and ML algorithms proposed in this paper best 
classify the price changes when compared with the 
other algorithms, so these algorithms are promising 
alternative to the conventional methods for financial 
prediction.  
Many other parameters are left for future research 
such as more test modes can be considered, more 
datasets can be taken, and other data mining tools 
can also be compared. For further studies, it is 
recommended to use different algorithms to further 
clarify the best classification algorithm.  
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