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Abstract: - In data mining, classification learning is broadly categorized into two categories; supervised and 

unsupervised. In the former category, the training example is learned and the hidden class is predicted to 

represent the appropriate class. The class is known, but it is hidden from the learning model. Unlike supervised, 

unsupervised directly build the learning model for unlabeled example. Clustering is one of the means in data 

mining of predicting the class based on separating the data categories from similar features. Expectation 

maximization (EM) is one of the representatives clustering algorithms which have broadly applied in solving 

classification problems by improving the density of data using the probability density function. Meanwhile, K-

means clustering algorithm has also been reported has widely known for solving most unsupervised 

classification problems. Unlike EM, K-means performs the clustering by measuring the distance between the 

data centroid and the object within the same cluster. On top of that, random forest ensemble classifier model 

has reported successive perform in most classification and pattern recognition problems. The expanding of 

randomness layer in the traditional decision tree is able to increase the diversity of classification accuracy. 

However, the combination of clustering and classification algorithm might rarely be explored, particularly in 

the context of an ensemble classifier model. Furthermore, the classification using original attribute might not 

guarantee to achieve high accuracy. In such states, it could be possible some of the attributes might overlap or 

may redundant and also might incorrectly place in its particular cluster. Hence, this situation is believed in 

yielding of decreasing the classification accuracy. In this article, we present the exploration on the combination 

of the clustering based algorithm with an ensemble classification learning. EM and K-means clustering 

algorithms are used to cluster the multi-class classification attribute according to its relevance criteria and 

afterward, the clustered attributes are classified using an ensemble random forest classifier model. In our 

experimental analysis, ten widely used datasets from UCI Machine Learning Repository and additional two 

accelerometer human activity recognition datasets are utilized.  
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1 Introduction 
Unsupervised learning such as clustering algorithm 

works by finding the similar data for unlabeled 

example by separating the data according to their 

similar nature [1]. Clustering means to divide the 

dataset into a plurality of the cluster’s data by 

sharing some trait of each subset. In such states, the 

distance function method is used to measure the 

similarity or proximity of each data item [2]. There 

are several categories of the clustering algorithm, 

namely hierarchical-based, partitioned-based, 

density-based, grid-based and model-based [3]. The 

detailed explanation of each clustering category 

could be referred from [3]. Partitioned-based 

clustering algorithm has reported widely been 

applied by partitioned the object with some 

membership matrices. The object is determined 

according to a specific group using membership 

functions by observing the pertaining between the 

object and the group. The most commonly known 

clustering algorithm is K-means and expectation 
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maximization (EM) [1]. Both algorithms work as 

similar by allowing the model to refine the iterative 

process to find the best congestion. However, EM 

uses statistical methods to measure the relationship 

between two data items. Unlike EM, K-means 

utilize the distance functions such as Euclidian or 

Manhattan distance to calculate the distance 

between each of two data items.  

In many situations, these clustering algorithms 

usually being applied for unlabeled example and 

might be rarely used in a labeled example. Even 

though clustering algorithm such K-means have 

proven to be successful in integrating with decision 

tree in solving human activity recognition [4], 

however, the combination of clustering algorithm 

with an ensemble classifier model are less reported. 

Moreover, the integration between clustering 

algorithm with other supervised classification 

algorithms, particularly in an ensemble decision tree 

model has reported infrequently [5]. An ensemble 

classifier model works by combining more than one 

learning model to maximize the accuracy 

performance. This classifier model has reported 

success in both unsupervised and supervised 

learning. In supervised, the assumption of the object 

is classified one time without relying on the 

dependencies of each object. However, it is hard to 

predict the unseen object with a very less number of 

examples. Contrasting with supervised, 

unsupervised considering the object relationship to 

predict the unseen object. For instance, a pair of 

objects with closely each other are more likely 

belonging to the same class than those are far apart 

from each other.  

On the other hand, to predict the less number of 

attributes is believed as another challenge. In many 

cases, to predict the multi-class problems considered 

more difficult than two-class problems using very 

less number of attributes [6]. Hence, the 

transforming the attributes into a number of 

respective clusters become a solution. By proposing 

the attribute into the respected cluster is believed 

could help the learning model more able to 

effectively learn the class characteristic. This article 

consists of threefold. The EM and K-means 

clustering algorithm is proposed by transforming the 

original data into a clustered attribute according to 

their membership function criteria to simplify the 

problem complexity. In order to evaluate the ability 

of clustering algorithm with the respect of ensemble 

learning model, the clustered attributes are classified 

using random forest classifier. In addition, the 

proposed method has also been compared with 

several additional classifier models including J48, k-

nearest neighbor (KNN), support vector machine 

(SVM) and random forest (RF).  The experimental 

work is evaluated on several well-known datasets 

which are downloaded from UCI Machine Learning 

Repository. Moreover, we also experimented the 

proposed algorithm through two accelerometer 

activity datasets.  
 

 

2 Materials and Methods 
In this section, the detail explanation of the 

proposed algorithm is described. The deliberation 

begins with the description of the dataset used, the 

proposed hybrid clustering for simplifying the 

problem complexity in the context of an ensemble 

learning model.   

 

 

2.1 Datasets 
In this work, ten datasets are retrieved from UCI 

Machine Learning Repository. The dataset 

consisting of a distinct number of classes and 

containing varying types of attributes including 

nominal and numbering. Moreover, we also 

experimented our proposed hybrid algorithms 

throughout the accelerometer human activity 

dataset. Two accelerometer activity datasets 

recorded by [7] and [8] are utilized. In [7], single 

accelerometer sensor placed on the human front 

pant pocket is used, while in [8], four different 

accelerometer sensors including arm, belt, pocket 

and wrist are used. Total six different types of 

activities are collected from both datasets. The 

detailed explanation of each dataset could be 

referred from their articles respectively. In order to 

evaluate the overall accuracy of the ensemble 

classifier model, majority voting strategy is applied. 

In each experiment, 10-fold cross validation strategy 

is used to measure the subset performance. The 

detail description of the datasets used in the 

experimentation is tabulated in Table 1. 

 

Table 1. Description of the dataset    

 

Name  Attributes  Examples Class  

D1-Balance scale 

D2-Car evaluation 

D3-Dermatology 

D4-Ecoli  

D5-Glass 

identification 

D6-Hayes-Roth 

D7-Iris 

D8-Lenses 

D9-Soybean  

4 

6 

34 

8 

10 

 

5 

4 

4 

35 

625 

1728 

366 

336 

214 

 

160 

150 

24 

47 

3 

4 

6 

8 

7 

 

3 

3 

3 

4 
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D10-Statlog  

D11-WISDM  [7] 

D12-Shoaib [8] 

18 

36 

36 

846 

21378 

22946 

4 

6 

6 

 

 

   

2.2 Clustering algorithm 
Clustering is an unsupervised learning which aims 

to find the structure of the example. For instance, K-

means, affinity propagation, mean shift and spectral 

clustering has reported able to increase the accuracy 

while minimizing the computational complexity [9]. 

The collection of unlabeled data is explored to 

decide which group of the example belongs. Hence, 

a cluster is described as a collection of objects 

which are similar to each other and dissimilar with 

the object belonging to the other clusters [10]. 

However, the chosen of the best criterion of the 

clustering algorithm could be considered as an 

important aspect. The selection of the clustering 

algorithm not only constitutes good in maximizing 

the decision boundary but also needs outfits to the 

particular needs. As mentioned previously, 

clustering is broadly categorized in several 

categories but more characterized into two different 

types, namely distance-based clustering and 

conceptual-based clustering [2]. Distance-based 

clustering works by identifying the object within the 

same cluster based on the distance measurement. 

Conceptual-based clustering, on the other hand 

works by grouping the object based on the 

descriptive concept rather than according to the 

simple similarity measures. On top of that, there are 

numbers of clustering algorithm has been 

introduced. Four well-known clustering algorithms 

which are extensively reviewed: exclusive 

clustering, overlapping clustering, hierarchical 

clustering and probabilistic clustering. However, in 

this work, we elaborate the theory of the most 

commonly used clustering algorithms such as K-

means and EM. 

 
Exclusive clustering: if a certain object 

belongs to a definite cluster so that it could not 

be included in another cluster. 

 

Overlapping cluster: cluster data is defined 

using fuzzy sets so that each point may belong 

to one or more clusters according to its 

membership values. Each object might receive 

different membership values. 

 

Hierarchical cluster: the cluster is defined 

based on the union between two nearest 

clusters and the initial condition is determined. 

The final cluster is obtained after a few 

iterations done. 

 

Probabilistic cluster: the cluster is defined 

using a probabilistic approach.   

 

 

2.2.1 K-means clustering algorithm  
K-means clustering algorithm works by partitioning 

a collection of data into a k number of clusters so 

that each data point is assigned to the cluster with 

the nearest mean. This clustering algorithm has also 

been reported in various applications, particularly in 

data mining [11], [12]. There are two main phases in 

K-means; the first phase is to calculate the k 

centroid while the second phase is to define each 

point to the cluster, which has the nearest centroid 

from the respective data point [11]. In order to 

define the nearest centroid, distance measurement 

function is used. Euclidean distance is one of the 

common distance function which is widely applied 

in K-means. After the grouping is completed, the 

new centroid of each cluster is recalculated. 

Euclidean distance is calculated between each center 

and each data point and the point in the cluster are 

assigned for the distance with minimum values. The 

centroid of each cluster is the point which the sum 

of the distances of all objects in the cluster. Hence, 

this algorithm will minimize the sum of the 

distances from each object with the centroid for all 

clusters [13]. The detailed algorithm of K-means [1] 

is illustrated in Table 2. 

 

Table 2. K-means clustering algorithm     

 

Input: number of clusters (k), number of 

observations (n)  

Output: set of k-clusters 

1. Choose k objects as initial cluster centers 

2. Repeat  

3. (Re) assign each object to the cluster, which 

has similar mean value of the object in the 

cluster 

4. Update cluster means 

5. Stop until there are no changes 

 

 

2.2.2 Expectation maximization (EM) 

clustering algorithm 
The EM clustering algorithm is introduced by the 

theory of Gaussian Mixture Model (GMM) which is 

used to improve the density of a given set of sample 

data. The probability density function of a single 

density estimation method with multiple Gaussian 
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probability density functions is used to model the 

data distribution [12], [14]. The EM clustering 

algorithm used to estimate the optimal model by 

estimating the parameter for each Gaussian blend 

component of the sample data set to maximize the 

log-likelihood. When the data is missing or 

incomplete, the EM algorithm uses a random 

variable to find the optimal parameter of the hidden 

distribution function of the given data. The detailed 

algorithm of EM [1] is illustrated in Table 3. 

 

Table 3. EM clustering algorithm        

 

Input: number of clusters (k), number of 

observations (n)  

Output: set of k-clusters with weight that 

maximize the log-likelihood  

1. Expectation step: for each observation x, 

calculate membership probability values of x 

in each cluster h=1,…, k 

2. Maximization step: update mixture model 

parameter (probability weight) 

3. Stopping criteria: the algorithm stop if reaches 

to stopping criteria, otherwise j=j+1, repeat 

step 1 

 

 

2.3 Ensemble learning model 
An ensemble learning model works by combining 

more than one learning model to maximize the 

ability of the final predictive performance [15]. The 

weak classifier model is usually reinforced by the 

strongest classifier model and afterward, the 

probability is calculated to produce the final 

prediction results. Bagging is one of the ensemble 

methods that could reduce the data variance by 

creating the several subsets of the sample. This 

process is done by random sampling and also been 

called as a bootstrap. Meanwhile, boosting uses 

weight function to predict the performance. This 

method iteratively learns the model and all 

observations are given as an equal weight. The 

weight is increased for an incorrectly classified 

sample by observing the previous successive tree. 

Otherwise, the weight is decreased. Unlike boosting, 

bagging does not depend on the previously created 

tree. However, both of these methods share the same 

criteria where the majority voting is used to define 

the final prediction results [16]. On the other hand, 

due to the limitation of the ordinal decision tree 

which incapable to handle with missing values and 

impractical for a large number of attributes, random 

forest classifier is introduced [17]. In this method, 

several numbers of decision trees are combined by 

adding randomness layers to maximize the 

generalization ability than a single decision tree. 

The n-trees are randomly generated and each 

observation is predicted using each generated 

decision tree. The class who received the highest 

vote will be classified as final prediction results. 

Rather than effectively performed in various 

classification problems, a random forest also able to 

reduce the potential of overfitting.      

 

 

3 Results and Discussion 
In this section, we emphasize the detail 

experimental analysis and result regarding the 

proposed algorithm. For a fair comparison, we also 

compare the performance of our work with 

previously reported work. In order to evaluate the 

subset performance, 10-fold cross-validation is 

applied and average accuracy is used to measure the 

final prediction results. We also compare the 

performance of several state-of-the-art classification 

algorithms throughout of all ten datasets. In K-

means, 500 iterations were selected and the number 

of k is initialized according to the number of distinct 

class values of each data set. On the other hand, 

default parameter values were used in EM. The 

maximum number of clusters in EM is initially 

defined by the cross-validation. So that, both 

clustering algorithms were evaluated using random 

forest classifier model. We generate 100 trees for 

each experimental analysis. Table 4 shows the 

experimental result of each data set using both 

clustering algorithms K-means and EM accordingly. 

The best results emphasize throughout boldface.  

 

Table 4. Experimental results of K-means and 

EM clustering algorithm accordingly  

 

 K-RF EM-RF 

Data  k Clusters Acc Clusters Acc 

D1 

D2 

D3 

D4 

D5 

D6 

D7 

D8 

D9 

D10 

3 

4 

6 

8 

7 

3 

3 

3 

4 

4 

9 

16 

36 

49 

42 

9 

9 

9 

16 

16 

0.998 

0.968 

0.986 

0.848 

0.818 

0.803 

0.953 

0.792 

1.000 

0.739 

13 

16 

17 

16 

17 

13 

8 

4 

5 

36 

0.914 

0.972 

0.989 

0.875 

0.771 

0.841 

0.947 

0.917 

1.000 

0.726 

Avg  21.1 0.891 14.5 0.895 

 

From the table, it is clearly being seen that the 

average accuracy recorded from both clustering 
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algorithms (K-means and EM) has somewhat 

comparable performance. The classification 

accuracy of EM showed was 0.4% better than 

obtained by K-means. On average, about 68% 

number of clusters could be reduced from EM. 

Soybean has recorded similar accuracy, but the 

number of generating clusters using EM 

comparatively less than K-means. However, lenses 

are shown to greatly differ in terms of accuracy 

where the accuracy of EM (91.7%) has recorded 

somewhat higher than K-means (79.2%). Car 

evaluation and iris have shown reasonable 

performance for both algorithms even though an 

equal number of clusters were generated. On the 

other hand, we also compare the performance of 

work with several state-of-the-art classifier models. 

In such circumstances, we classify the data point 

without applying clustering algorithms. Table 5 

shows the comparative performance of our work 

with several additional classifier models such as 

J48, KNN, SVM and RF.   

 

Table 5. Comparative performance with 

additional classifier models 

 

Data  J48 KNN  SVM RF K-

RF 

EM-

RF 

D1 

D2 

D3 

D4 

D5 

D6 

D7 

D8 

D9 

D10 

0.766 

0.964 

0.959 

0.842 

0.659 

0.811 

0.960 

0.792 

0.979 

0.726 

0.848 

0.946 

0.954 

0.804 

0.706 

0.705 

0.953 

0.875 

1.000 

0.699 

0.898 

0.940 

0.940 

0.426 

0.692 

0.394 

0.967 

0.583 

1.000 

0.305 

0.814 

0.963 

0.970 

0.658 

0.799 

0.841 

0.953 

0.792 

1.000 

0.760 

0.998 

0.968 

0.986 

0.848 

0.818 

0.803 

0.953 

0.792 

1.000 

0.739 

0.914 

0.972 

0.989 

0.875 

0.771 

0.841 

0.947 

0.917 

1.000 

0.726 

Avg  0.846 0.849 0.715 0.855 0.891 0.895 

 

It is clearly being seen that the accuracy of clustered 

attributes is capable to achieve high accuracy. 

However, SVM is able to obtain the highest 

accuracy (96.7%) followed by J48 for iris. In 

addition, the accuracy of soybean showed somewhat 

comparable performance from all classifier models. 

The poorest performance was recorded from SVM 

where about 71% of accuracy was obtained on 

average. Though, an average accuracy recorded by 

J48, KNN and RF showed fairly comparable. In 

comparison, we also compare the performance of 

this work with previously reported work [18]. The 

author utilized regular random forest as a classifier 

and the evaluation was done through the same 

dataset. Table 6 shows the comparative performance 

of regular random forest with our work.  

Table 6. Comparative performance of RF with 

K-RF and EM-RF 

 

Data  RF K-RF EM-RF 

D1 

D2 

D3 

D4 

D5 

D6 

D7 

D8 

D9 

D10 

0.837 

0.742 

0.856 

0.845 

0.661 

0.634 

0.953 

0.717 

0.991 

0.712 

0.998 

0.968 

0.986 

0.848 

0.818 

0.803 

0.953 

0.792 

1.000 

0.739 

0.914 

0.972 

0.989 

0.875 

0.771 

0.841 

0.947 

0.917 

1.000 

0.726 

Avg  0.795 0.891 0.895 

  

Table 6 shows the classification with clustering 

algorithm were recorded higher than classification 

without clustering algorithm. The accuracy of iris 

has recorded by RF comparable similar with K-RF. 

Moreover, the highest accuracy recorded from 

soybean was 99.1, however, the result obtained by 

clustering with K-means and EM algorithms are 

able to overtake the accuracy up to 100%. Car 

evaluation and Hayes-Roth was shown the poorest 

performance when classifying the attribute without 

clustering. Hence, it could be summarized that the 

accuracy tends to increase when the clustering 

algorithm is fitted into a random forest classifier. 

About 10% of the increment of accuracy would be 

obtained when expanding the attribute into several 

numbers of clusters before it fed into classifier 

model. On the other hand, we also evaluate the 

proposed work through some additional datasets. In 

such states, we tested our hybrid algorithms for the 

accelerometer activity recognition dataset as 

described in section 2.1. Fig. 1 presents the 

classification results of the WISDM acceleration 

dataset. 

 

    

Fig. 1. Classification result of WISDM  
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It is clearly being seen that the accuracy received by 

EM outperformed than K-means, particularly in 

recognizing downstairs and standing. The accuracy 

of walking and sitting showed somewhat 

comparable using both clustering algorithms. 

Afterward, we also experimented our algorithm with 

[8] dataset. In comparison with WISDM, four 

different sensor placements are utilized. Hence, we 

compare the performance of our proposed algorithm 

for each sensor placement. Fig. 2 (a) – (d) show the 

classification result of each sensor placement; arm, 

belt, pocket and wrist accordingly.  

 

 
 

Fig. 2 (a). Classification result of arm placement    

 

 
 

Fig. 2 (b). Classification result of belt placement    

 

 
   

Fig. 2 (c). Classification result of pocket 

placement    

 
 

Fig. 2 (d). Classification result of wrist placement    

 

The accuracy of EM has clearly outperformed than 

K-means even though the time of generating the 

cluster membership of EM was slightly longer than 

K-means. On average, EM is able to produce high 

accuracy in differentiating most of the activities. 

Yet, some activities such as sitting and standing 

shown somewhat similar with K-means. The overall 

time required (in seconds) to execute the cluster 

attribute is shown in Fig. 3. Hence, it could be 

summarized that by proposing our hybrid clustering 

algorithm with an ensemble classifier model is able 

to increase the accuracy of various types of datasets. 

The introducing of clustering attributes has also able 

to increase the diversity of differentiating numerous 

acceleration activities.     

 

    

Fig. 3. Time required (in seconds) to execute the 

clustered attribute    

 

 

4 Conclusion 
In this article, two clustering algorithms, namely K-

means and EM were applied to transform the 

original attribute into particular clusters. Both 

clustering algorithms were compared and evaluated 

using an ensemble random forest learning model. In 

order to evaluate the performance of the proposed 

hybrid algorithm, ten well-known datasets which are 

downloaded from UCI Machine Learning 
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Repository was utilized. The experimental results 

show that both clustering algorithms showed better 

performance in accuracy than previously reported 

work. The EM clustering algorithm performed 

somewhat better (89.5%) that K-means clustering 

algorithm (89.1%) on average when evaluating it 

using random forest learning model. We also 

evaluate our proposed hybrid algorithm through the 

accelerometer human activity dataset. The EM 

clustering algorithm is able to outperform the K-

means of distinguishing various types of physical 

activities. Hence, the clustering algorithm is able to 

show more accurate classification as compared with 

the classification without clustering. As future work, 

we are planning to expand this work by using other 

clustering algorithms. In order to reduce the 

complexity, further optimizations should be carried 

out.    
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