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Abstract: Live data migration in the cloud is responsible to migrate blocks of data of emigration node to several
immigration node. However, live data migration strategy is a NP-hard problem like task scheduling. Recently,
in-stream processing is the immediate need in many practical applications. Therefore, we explore a real-time live
data migration strategy with stream processing framework in this paper. First, the migration cost and balance
model is introduced as the metrics to evaluate data migration strategy. Subsequently, a live data migration strategy
with particle swarm optimization is proposed. Afterwards, we implement this method using stream processing
framework. The experimental results show the best performance of our method in all.
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1 Introduction

Cloud computing [1], as a new computing paradigm,
has recently received considerable attention in both a-
cademic and industry to provide dynamically scalable
and virtualized resource (such as infrastructure, soft-
ware and data) as a service over the Internet. By this
means, users will be able to access large-scale data in
the cloud anywhere and anytime on demand. Cloud
elasticity [2], the ability to use as many resources
as needed with low cost at any given time, the ser-
vice provider must take load balancing of the data re-
sources into consideration. For example, the cloud n-
odes providing data access services need dynamic da-
ta migration to guarantee that all the data nodes can
provide stable service [3] [4]. The data nodes with
heavy load caused by the emergency and uncertainty
of data access will become the bottleneck of data ser-
vices. Therefore, the requirement of live data migra-
tion strategy in the cloud is urgent to guarantee quality
of service and satisfy the elasticity of cloud comput-
ing.

Live data migration in the cloud means that the
data resource of each node is responsive all the time
during the migration process from the clients’ per-
spective. Compared with traditional suspend/resume
migration, live migration holds many benefits such
as energy saving, load balancing, and online main-
tenance [5]. Many live migration strategy method-
s are proposed to improve the migration efficiency.
The first solution is making migration plan by migra-
tion cost [6] [5]. A load balancing framework, sup-

porting a wide range of measures for load imbalance
and reconfiguration cost, are proposed to reconfigur-
ing a system facing dynamic workload changes [6].
To improve the migration strategy, greedy algorithm
is used to determine the best migration solution [5].
The second solution is making migration plan by hot-
spot neighbor [7] [8]. The hot-spot data will be mi-
grated to the nearest neighbor by some metrics [7].
A subset of objects from hot-spot servers is selected
to perform topology-aware migration to minimize re-
configuration costs [8]. Some more intelligent algo-
rithm are assisted to make a migration strategy. The
frequency of data access and block size of migration
data are considered to find target nodes using particle
swarm optimization algorithm [9]. More metrics such
as priority of tenant ant its data are considered in the
improved method [10].

Live data migration strategy is a NP-hard problem
like task scheduling [11]. Therefore, particle swar-
m optimization (PSO) and genetic algorithm (GA)
are used to address this issue. Both algorithms are
based on collaborative population-based search, but
the particle swarm optimization is better in efficien-
cy [12] [13]. Reference [14] gives more analysis on
how particle swarm optimization benefits task assign-
ment. Discrete particle swarm optimization (DPSO) is
also used to address load balancing [15] [16] [17]. Al-
though traditional PSO is effective, each particle that
is computing in serial will cause too much waste in
case of big data. Recently, several researchers pro-
posed to improve PSO in parallel such as MapReduce
framework [18] [19] [20], where experiment results
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show that PSO with MapReduce is faster. However,
this batch processing framework need repeating start-
up of migration strategy job.

Recently, the shortcomings and drawbacks of
batch-oriented data processing (e.g. MapReduce
framework) were widely recognized by the Big Data
community. In-stream processing [21] [22] is the im-
mediate need in many practical applications. There-
fore, it is natural that we wonder how both live data
replication strategy and stream processing framework
can be integrated and benefit from each other. In this
paper, we first introduce the migration cost and imbal-
ance model as the metrics to evaluate data migration
strategy. Then, a live data migration strategy with P-
SO is proposed. Afterwards, we implement this ap-
proach using stream processing framework. Finally,
live data replication approach with stream processing
framework shows the best performance of our method
in all.

The rest of the paper is organized as follows. Sec-
tion 2 discusses the related work. In Section 3, we in-
troduce the methodology of live data migration strate-
gy with stream processing framework. The migration
cost and imbalance model is firstly introduced to e-
valuate the performance of the data migration. Subse-
quently, this live data migration strategy using PSO is
proposed, and then implemented with the stream pro-
cessing framework. Section 4 gives the experimental
evaluation of this live data migration strategy. Brief
conclusions are outlined in the last section.

2 Related Work

2.1 Data Migration Strategy

With the emerging of cloud computing and batch
computing, there are mainly two types of classical da-
ta migration strategies: online live migration [23] and
offline batch-oriented migration. Online live migra-
tion continuously analyzes the load in motion to deliv-
er real-time analytic in real time, and migrates the da-
ta from the node with heavy load to the one with light
load. Offline batch-oriented migration is another way
to migrate the data in parallel. Generally, MapReduce
framework [24] is selected to implement this method.

There are mainly two types of skews for data us-
age in the cloud: data skew and load skew. One or
both of them might exist in the system anytime. Great
efforts have been paid to deal with data skew to guar-
antee a uniform distribution of data among cluster n-
odes in the previous work [25] [26]. Whereas the re-
balancing is also costly, load skew is the main focus
of this paper, which is more likely to cause nodes to
be overloaded. We assume that this is the main fac-

tor causing imbalance, and other imbalances can be
easily tolerated.

2.2 Straightforward Method

Live data migration is in charge of transferring blocks
of data from emigration nodes to immigration nodes.
The data are stored in the form of blocks, and each
block contains several records. Therefore, the data
migration problem means migrating m blocks of da-
ta to different target n nodes. As mentioned above,
the data migration problem can be generalized to task
scheduling problem [27] or binpacking problem [28],
which is NP hard. There are several intelligent method
to address this issue, such as particle swarm optimiza-
tion (PSO), genetic algorithm (GA), and greedy algo-
rithm. A modified PSO-based task scheduling method
was proposed to reallocate migrated virtual machines
in the overloaded host and dynamically consolidate
the under-loaded host [29]. Skewness and refined cost
model are improved to address resource allocation of
virtual resources in the cloud later [30] [27]. Some
researchers investigated to use PSO to address load
balancing problem [31] [15].

After we evaluate the cons and pros of the above
mentioned methods, we select PSO to determine how
to migrate data from emigration nodes to immigration
nodes. Compared with straightforward methods, we
attempt to implement live data migration strategy in
Parallel.

2.3 Parallel Method

Several modern parallel methods have been proposed
to address binpacking-like problem in order to im-
prove the performance using MapReduce techniques.
PSO with MapReduce framework is proposed to ad-
dress intrusion detection and overlay network opti-
mization [32] [33].

3 Methodology of Live Data Migra-
tion Strategy

3.1 Migration Cost Model and Balance Mod-
el

3.1.1 Migration Cost Model

Migration cost is the trade-offs between the migration
time and performance impact. We represent the mi-
gration cost model in a two-dimensional space, where
x axis denotes migration time t and y axis denotes per-
formance impact i. The migration cost of at any giv-
en moment is represented by the product of migration
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Figure 1: Migration cost model.

time and performance impact. The cost of a migration
is represented by the a given rectangle (computed as:
cost=(t2− t1)*(i2− i1)) (see Figure 1). Consequent-
ly, the trade-off problem is converted into the rectan-
gle selection problem. In fact, this rectangular area-
based cost model is built based on the idea of inte-
gration in mathematics. Given a function of response
time and an interval of time, the definite integral could
be computed. Figure 1 shows the response time in 2
migrations (a and b). Consider the longest interval
(from t1 to t2) as the basis. The average response
time r can be represented as r =

∫ t2
t1 f(t)dt/(t2−t1),

where f(t) is the instant response time. The integra-
tion can be regarded as the shadow area Ss plus the
blank area Sb. Since the blank area Sb is the same
with different migrations, the average response time
is finally decided by the shadow area Ss.

3.1.2 Balance Model

Load skew is the main factor that affects the perfor-
mance of the data node. Next, we propose a bal-
ance model of the data nodes. Consider li be the load
value on node i, then the normalized load value is
pi = li/

∑n
i=1(li). According to Shannon’s theory

[34], the information entropy may serve as a measure
of mix-up of a distribution. Thus we build the balance
function F based on Shannon’s theory. The entropy
of P is denoted as Equation 1.

H(p) = −
n∑

i=1

(pi ∗ logpi) (1)

Obviously, the larger the entropy is, the more bal-
ancing the load is. It is clear that the maximum value
of H(p) is log(n) if and only if pi = 1/n, which cor-
responds to the most uniform load distribution. Af-
terwards, the balance model is represented by the nor-
malized entropy as Equation 2.

F = H(P )/log(n) = −
n∑

j=1

(Pj ∗ logPj)/log(n)

(2)

3.2 Live Data Migration Strategy with Dis-
crete Particle Swarm Optimization

3.2.1 Problem Description

In fact, live data migration problem means migrating
m blocks of data of 1 source emigration node to n tar-
get immigration nodes. The constraint criteria is that
1 block of data can only migrated into 1 immigration
node, that is called 1 migration task, and all the tasks
can executed in parallel. The objective of live data mi-
gration strategy is the minimum value of the quotient
of migration cost C and loading balance H . Migra-
tion cost C is calculated as the migration cost model
shown in Equation 1, denoted as C = T ∗ I , where
migration time T depends on the number of blocks od
data, and performance impact I depends on the load-
ing performance of the immigration node. Loading
balance of migration cost H is calculated by the nor-
malized entropy of loading balance shown in Equation
2.

Live data migration strategy is described as how
to migrate m blocks of data of 1 source emigration
node to n target immigration nodes. Consider Di

(1¡=i¡=m) as the size of block i, Pj (1¡=j¡=n) is the
loading performance of the immigration node j. The
output of live data migration strategy is xij , where
xij = 1 means migrating block i to immigration n-
ode j. Besides, the fitness of the quotient of migration
cost and its loading balance is also calculated.

3.2.2 Fitness

The fitness of live data migration strategy is consid-
ered as the quotient of migration cost and its loading
balance, denoted as Equation 3. T is the migration
time (represented by size of block Di), I is the per-
formance impact (represented by load of immigration
node Pj), and H is normalized entropy of migration
cost.

F =
C

H
=
T ∗ I
H

=

∑m
i=1

∑n
i=1(Xij ∗ Tij) ∗

∑m
i=1

∑n
i=1(xij ∗ Iij)

−
∑n

j=1(xij ∗ (Tij ∗ Iij) ∗ log(Tij ∗ Iij))/log(n)

=

∑m
i=1

∑n
i=1(Xij ∗Di) ∗

∑m
i=1

∑n
i=1(xij ∗ Pj)

−
∑n

j=1(xij ∗ (Di ∗ Pj) ∗ log(Di ∗ Pj))/log(n)
(3)
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3.2.3 Position and Velocity

In the problem of live data migration strategy, the po-
sition of a particle is a feasible migration task, migrat-
ing a block of data to a target immigration node. The
position matrix X is denoted as X = {xij} (1¡=i¡=m,
1¡=j¡=n). The value of xij is either 0 or 1. xij = 1
means block i is migrated into immigration node j.
The constraint criteria of xij is

∑n
j=1 xij = 1. The

velocity matrix of a particle V = is denoted as Equa-
tion 4, where vij is the velocity of a particle, w is the
inertia weight, c1 and c1 are learning factors respec-
tively, r1 and r1 are random values in range [0, 1], pb
is the previous best fitness value of this particle, and
gb is the global best fitness value. The velocity value
of each particle is confined within [-vmax,vmax].

vt+1
ij = w∗vtij+c1∗r1∗(pb−xij)+c2∗r2∗(gb−xij)

(4)
Since only 1 particle in the same row of the po-

sition matrix is 1, we update the position of a particle
according the maximum value of sigmoid function of
velocity.

xij =

{
1 ifsigmod(vij) = maxn

j=1(sigmod(vij)), ∀i ∈ {1, 2, ...,m}
0 otherwise

In order to avoid all the blocks are migrated in-
to the same immigration node with small load perfor-
mance, we propose a safeguard measure to guarantee
xij is not equal to x(i+1)j . If xij=x(i+1)j = 1, we
set x(i+1)j as0, and choose another particle with the
second largest sigmod(vij) to set as 1.

3.2.4 Algorithm

The pseudo code of the proposed PSO algorithm to
address live data migration strategy is stated as Algo-
rithm 1:

3.3 Live Data Migration Strategy with
Stream Processing Framework

3.3.1 Stream Topology

In order to implement the real-time decision to mi-
grate blocks of data to immigration nodes, we attempt
to propose a stream processing framework. To do real-
time computation, the stream topology is present first,
which is shown in Figure 2. A topology is a graph
of computation of live data migration strategy. Each
computation node in a topology contains processing
logic, and links between nodes indicate how in-stream

Algorithm 1 Live data migration strategy using PSO
pso
Require: block size array of data in the emigration

node D; load performance array of immigration
node P ;

Ensure: particle position matrix X; global fitness F ;
1: initialize velocity matrix;
2: initialize position matrix (0 or 1);
3: normalize D and P ;
4: initialize pbest pb and gbest gb
5: while result is not convergent do
6: compute fitness using Eq. 3;
7: update pbest pb;
8: update velocity using Eq. 4;
9: update position;

10: update gbest gb;
11: end while
12: endprocedure

Figure 2: Stream topology of live data migration strat-
egy.

data should be passed around between nodes. The in-
put of blocks of data of emigration nodes and load
performance of immigration nodes are called stream
in the stream processing framework. A stream is ab-
stracted as an unbounded sequence of tuples. This
stream processing framework provides the primitives
for transforming a stream into a new stream in a dis-
tributed and reliable way. Finally, the stream after the
last processing element is the output strategy of live
data migration. Networks of processing element are
packaged into a topology which is the top-level ab-
straction. A topology is a graph of stream transforma-
tions where each node is a processing element. Edges
in the graph indicate which processing elements are
subscribing to which streams. When a processing ele-
ment emits a tuple to a stream, it sends the tuple to ev-
ery processing element that subscribed to that stream.

3.3.2 Processing Element

Processing element provides for doing stream trans-
formations to migrate blocks of data to immigration n-
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odes. This processing element have interfaces to help
developers implement the application-specific logic to
complete the migration. A source of streams of the in-
put element is emitted to the stream processing frame-
work, then grouped to compute fitness, update pbest,
velocity and position of each particle. A input element
reads tuples of block size of data of emigration nodes
and load performance of immigration nodes, and emit
them as a stream. The subsequent processing elemen-
t of the stream processing framework consumes any
number of input streams to implement PSO process-
ing, and possibly emits new streams. Complex stream
transformations require multiple steps and processing
elements, to generate the PSO result.

Several grouping tasks to compute fitness, update
pbest, velocity and position of each particle are in par-
allel. Local fitness element calculate the fitness of par-
ticles in this group according to Equation 3, pbest el-
ement means updating pbest, velocity and position el-
ement is responsible to update velocity and position
according to Equation 4. Afterwards, all the particles
are put together to compute global fitness element and
update gbest.

3.3.3 Grouping Strategy

In order to make PSO execution in parallel as many
tasks across the cluster and reduce the convergence
rate of PSO, we group particles before computing fit-
ness. The particles in different groups evolve inde-
pendently. We adopt fitness grouping strategy to par-
tition particles, which answers this question by telling
stream processing framework how to send tuples be-
tween sets of tasks. According to the global fitness,
we partition particles into several groups.

3.3.4 Fault Tolerance

We provide one method that is called implicit lineage
tracking to deal with fault tolerance. Each in-stream
compuation is guaranteed to be processed at least once
by verifying the transactional unique ID. In case of
failure, the PSO computation is recovered from the
checking point.

We provide an acknowledgment task to track the
directed acyclic graph (DAG) of tuples for every tu-
ple of input element. When this task sees that a DAG
is complete, it sends a message to the input elemen-
t that created the acknowledgment message. When
a tuple is created in a topology, it is given a random
64 bit ID within its lifecycle. These IDs are used by
acknowledgment tasks to track the tuple DAG for ev-
ery tuple of input element. Every tuple knows the ids
of all the tuples of input element for which it exists
in their tuple trees. After emitting a new tuple in the

intimidate processing element, the tuple ids of input
element from the tuple’s anchors are copied into the
new tuple. When a tuple is acknowledged, it sends a
message to the corresponding acknowledgment tasks
with information about how the tuple tree changed.

Acknowledgment tasks do not track the tree of tu-
ples explicitly. For large tuple trees with tens of t-
housands of nodes, tracking all the tuple trees could
overwhelm the memory. Instead, the acknowledg-
ment tasks take a XOR strategy that only requires a
fixed amount of space per tuple. An acknowledgment
task stores a map from a tuple id to a pair of values.
The first value is the task id creating the tuple of input
element, which sends completion messages later. The
second value is a 64 bit number called the acknowl-
edgment value, which is a representation of the state
of the entire tuple tree. It is simply the XOR of all tu-
ple ids that have been created and/or acknowledged in
the tree. When an acknowledgment task sees that an
acknowledgment value has become 0, then it knows
that the tuple tree is completed. Since tuple ids are
random 64 bit numbers, the chances of an acknowl-
edgment value accidentally becoming 0 is extremely
small.

As shown in Figure 3(a), the initial value of ac-
knowledgment is 1A0F . After emitting tuples to
processing element 1, the acknowledgment value is
1A0F xor 1A0F (see Figure 3(b)). Next, the process-
ing element 1 emits two groups of tuples to processing
element 2 and 3, the acknowledgment value is 1AoF
xor 1A0F xor 2007 xor 300A (see Figure 3(c)). Fi-
nally, processing element 2 and 3 generates tuples to
the final processing element, the acknowledgment val-
ue becomes 1AoF xor 1A0F xor 2007 xor 300A xor
2007 xor 300A=0. The acknowledgment value 0 indi-
cates that this task has completed successfully.

With the above methods, the stream processing
framework avoids data loss in case of failure.

• When a tuple is not acknowledged due to the died
task, the tuple IDs of input element at the root of
the trees for the failed tuple will time out and be
replayed.

• When the acknowledgment task dies, all the tu-
ples of input element that the acknowledgment
task was tracking will time out and be replayed.

• When the task of input element dies, the data
source that the spout talks to is responsible for
replaying the messages.
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(a) Initial acknowledgment
value.

(b) Acknowledgment value after emit-
ting tuples to processing element 1.

(c) Acknowledgment value after processing element 1.

(d) Final acknowledgment value.

Figure 3: Acknowledgment task is updating acknowl-
edgment value

4 Experiment Results

We have made two experiments to evaluate our ap-
proach to make a decision of live data migration. The
first experiment is to evaluate the grouping improve-
ment of PSO, and the second experiment is to evaluate
the instantaneity of PSO with with stream processing
framework. The evaluation indicators is the ratio be-
tween migration cost and its balance, which is shown
in Equation 3.

4.1 Standard PSO vs. proposed PSO

This experiment is to illustrate the superiority of
our proposed PSO. We run our experiments an In-
tel Core(TM) i5-2300 @2.8 GHz CPU, 8GB memory
and runs a 64-bit CentOS Linux OS with a Java 1.6
64-bit server JVM. The fitness and execution time of
standard PSO and our proposed PSO are shown in Ta-
ble 1. As evident, the proposed PSO performs better
than classical PSO, especially in case of large amount
of blocks of data and immigration nodes.

4.2 PSO with MapReduce vs. PSO with
Stream Processing Framework

This experiment is to illustrate the instantaneity of
PSO with stream processing framework. We use
Hadoop 2.2 and Apache Storm 0.95 to run MapRe-
duce and stream topology. We implement our pro-
posed PSO with Hadoop MapReduce and Apache S-
torm respectively. The MapReduce job of our pro-
posed PSO is assgined with 6 map and 3 reduce tasks,
and speculative execution feature of Hadoop is dis-
abled. Table 2 shows the fitness and execution time
of PSO with MapReduce and PSO with stream pro-
cessing framework. The execution time of PSO with
stream processing framework is slightly faster than P-
SO with MapReduce. Without repeated startup of P-
SO jobs, PSO with stream processing framework is
better in in-stream live data migration strategy overal-
l.

5 Conclusions

There are many methods to address live data migra-
tion strategy, but most of them mainly focus on the
parallel execution. For the in-stream strategy, batch
processing is not always a good way. Therefore, we
investigate another stream processing method to ad-
dress live data migration strategy. Both migration cost
and balance models are proposed to evaluate the met-
rics of migration strategy. Next, the live data migra-
tion strategy using PSO and stream processing frame-
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Table 1: Fitness and execution time of standard PSO and proposed PSO.

No. Blocks of data Immigration nodes Iteration
PSO Grouping PSO

Fitness Execution time (ms) Fitness Execution time (ms)

1 500 100 500 8.34 3999 8.22 3819
2 1000 100 500 5.32 8031 4.66 7551
3 3000 100 500 2.07 39872 1.31 22466
4 500 300 1000 3.12 12341 2.85 11181
5 1000 300 1000 2.35 23123 1.29 22317
6 3000 300 1000 4.39 73123 3.98 66679

Table 2: Fitness and execution time of PSO with MapReduce and PSO with stream processing framework.

No. Blocks of data Immigration nodes Iteration
PSO with MapReduce PSO with stream processing framework

Fitness Execution time (ms) Fitness Execution time (ms)

1 500 100 500 8.19 774 8.23 647
2 1000 100 500 4.59 1510 4.53 1259
3 3000 100 500 1.39 5503 1.41 3754
4 500 300 1000 2.84 2478 2.72 1874
5 1000 300 1000 1.37 4437 1.31 3730
6 3000 300 1000 4.09 13345 3.95 11123

work are present to illustrate the instantaneity of mi-
gration.
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