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Abstract: - The task of clustering is to group the data items that are similar into different clusters in such a way 
that the similarity within each cluster is high and the dissimilarity between the clusters is also high.  A novel 
partitional clustering algorithm called HB K-Means algorithm (High Dimensional Bisecting K-Means) based 
on high dimensional data set was developed in our previous work.  In order to improve this novel algorithm, 
constraints such as Stability based measure and Mean Square Error (MSE) were incorporated resulting in CHB 
K-Means (Constraint Based HB K-Means) algorithm.  In addition to these constraints, cluster compactness and 
density are also important to obtain better clustering results.  In this paper, it is proposed to develop a Multi-
Objective Optimization (MOO) technique by including different indices such as DB-Index, XB-Index and 
Sym-Index.  These three indices will be used as fitness function for the proposed Fractional Genetic PSO 
algorithm (FGPSO) which is the hybrid optimization algorithm to do the clustering process.  The performance 
of this optimization algorithm is evaluated based on parameters such as Clustering Accuracy and Time 
Computation by executing the algorithm on some of the benchmark datasets taken from UCI Machine Learning 
Repository. 
 
Key-Words: - Partitional Clustering, Multi-Objective Optimization, DB Index, XB-Index, Sym-index, 
Fractional Genetic PSO Algorithm (FGPSO). 
 
1 Introduction 
Knowledge Discovery in Databases (KDD) consists 
of many tasks in order to process the raw data into 
useful information including Data Mining.  
Clustering, also known as Unsupervised 
Classification is one of the major tasks of Data 
Mining which involves grouping of similar data 
objects into clusters.  A detailed study and analysis 
of the different partitional clustering algorithms is 
given in [1].  A wide range of real-time problems 
involves clustering algorithms along with 
exploratory data analysis [4], image segmentation 
[5] and mathematical programming [6, 7].  In order 
to arrive at optimized solution, clustering techniques 
have also been applied effectively to deal with the 
scalability problem of machine learning [8, 9, and 
10].  Clustering helps in analysing the collection of 
input data in order to derive out useful patterns [11].  
These patterns can be represented in terms of 
mathematical vector in the multi-dimensional space. 

The two main categories of clustering algorithms 
are classified as supervised and unsupervised 
clustering.  The lack of class information 

differentiates unsupervised learning (clustering) 
supervised learning (classification).  It is not 
possible to access any labelled data in unsupervised 
classification [12, 13].  Clustering has the objective 
of dividing an unlabeled data set into a fixed and 
separate set of useful data patterns [14, 15].   

Many clustering algorithms are proposed till 
date.  One of the most widely used clustering 
algorithms is the K-Means algorithm which divides 
the data objects into K clusters [16].  The data 
objects can be allocated to multiple clusters using 
Fuzzy algorithms.  One of the efficient algorithms in 
this category is the Fuzzy C-Means algorithm.  
Moreover the arbitrary choice in initializing the 
centre points makes the iterative process in 
achieving local optimal solution without difficulty. 
Many evolutionary algorithms are available in order 
to improve such solutions, such as Genetic  
Algorithm (GA) [17], Simulated Annealing (SA) 
[18], Ant Colony Optimization (ACO) [19], and 
Particle Swarm Optimization (PSO) [20].  Multi-
objective clustering can be looked out as a unique 
case of multi-objective optimization which plans to 
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concurrently optimize multiple objectives under 
definite constraints.  

The rest of the paper is organized as follows: the 
recent research works is analyzed in section 2; the 
proposed work is briefly explained in section 3; in 
the section 4, the experimental results along with the 
comparison analysis are depicted and the section 5 
represents the conclusion of the paper. 
 
 
2 Literature Survey 
The literature review reveals a lot of study done 
based on Multi Objective data clustering. Some of 
them are presented here:  The authors in [21] have 
proposed that the dimensions of a high dimensional 
dataset can be reduced more efficiently and 
effectively using Canonical Variate analysis. The 
modified K-Means algorithm is then applied to the 
reduced low dimensional dataset.  In order to further 
optimize the solution, Genetic algorithm is applied 
for the purpose of initializing the centroids of the 
Improved Hybridized K-Means Clustering 
Algorithm (IHKMCA) in their paper. As compared 
to other approaches, the work has shown effective 
and accurate results with less time consumption. 

Tulin Inkaya et al [22] have described a novel 
methodology called Ant Colony Optimization based 
Clustering methodology (ACO-C).  A few 
limitations of the clustering problem including 
solution assessment, neighbourhood construction 
and data set reduction are tackled by this 
methodology.  Two objective functions namely, 
adjusted compactness and relative separation are 
used in this framework in order to assess the 
clustering solution based on the local features of the 
neighbourhoods.  This helps to measure the quality 
of clustering solutions without using prior data.  
Two pre-processing steps are involved in ACO-C, 
namely, neighbourhood construction and data set 
reduction.  The local features of the data points are 
removed using neighbourhood construction and the 
stability is achieved using data set reduction.   

In [23] the authors have proposed an interval 
weighted fuzzy C-Means clustering by genetically 
guided alternating optimization technique where the 
interval number was considered for attribute 
weighing.  The authors have demonstrated that from 
the point of view of geometric probability, the 
attained interval weighing was suitable.  Moreover, 
a genetic heuristic approach for attribute weight 
searching was also considered to direct the 
alternating optimization (AO) of WFCM.  The 
experimental results showed that the algorithm 
performed better. It exposes the interval weighted 
clustering as an optimization operator on the basis 

of the traditional numerical weighted clustering, and 
the results of the interval weight perturbation on 
clustering performance was reduced. 

The authors in [2] have brought out a novel 
partitional clustering algorithm called HBK-Means 
Algorithm.  In this algorithm, the high dimensional 
dataset is converted to Attribute Frequency Matrix 
and it is then clustered using the modified Bisecting 
K-Means algorithm.  The experimentation is carried 
out on two large datasets of UCI machine learning 
repository and the proposed algorithm has achieved 
better clustering accuracy and smaller computation 
time compared to the traditional K-Means clustering 
algorithm.  

In [3], the authors have incorporated two 
constraints such as, Stability-based measure and 
Mean Square Error (MSE) on the novel partitional 
clustering method, known as CHB-K-Means 
(Constraint based High dimensional Bisecting K-
Means) algorithm to improve the performance of 
HBK-Means algorithm [2].   The CHB-K-Means 
algorithm generates two initial partitions.  
Subsequently, it calculates the Stability and MSE 
for each partition generated.  Inference techniques 
are applied on the Stability and MSE values of the 
two partitions to select the next partition for re-
clustering process.  This process is repeated until K 
number of clusters is obtained.  From the 
experimental analysis, it can be inferred that an 
average clustering accuracy of 75% has been 
achieved.  The comparative analysis of the proposed 
approach with the other traditional algorithms shows 
not only an achievement of higher clustering 
accuracy rate but also a decline in utilization of 
execution time. 

 
 
3 Proposed Multi Objective 
Fractional Genetic PSO (FGPSO) 
Algorithm for Data Clustering 
The most serious task associated with data mining is 
the assessment of the number of clusters required to 
execute the clustering algorithm. This difficult issue 
can be solved by using an optimization technique 
that involves a multi-objective function. In the past, 
the effectiveness of clustering was computed with 
several kinds of objective functions. But, currently, 
improved accuracy can be produced with the use of 
multi-objective optimization technique.  This paper 
concentrates more on the development of Multi-
Objective Optimization (MOO) technique that 
involves various indices such as, DB index, sym-
index and XB-index. These three indices will 
constitute the fitness function, which helps in 
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performing the proposed Fractional Genetic PSO 
algorithm (FGPSO) in an efficient way. This 
algorithm is a hybrid optimization algorithm that 
carries out the clustering process. Fig. 1 portrays the 
basic block architecture of the Fractional Genetic 
PSO algorithm. 
 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1 Block Diagram of the proposed FGPSO 
 

As indicated in Fig.1, the proposed multi-
objective data clustering has solution initialization 
as its primary step. Once the solutions have been 
initialized, the objective functions involving DB 
index, sym-index and XB-index are considered for 
evaluating the fitness of each solution. At the end, 
clustering process is carried out with the proposed 
FGPSO algorithm. In the population initialization 
phase of FGPSO, which forms the initial phase of 
the algorithm, the generation of population is 
achieved. Here, both the input data as well as the 
generated initial solution are found to have the same 
size. 
 
3.1 Solution Initialization 
 
In the proposed multi-objective data clustering 
approach, an arbitrary generation of initial solution 
is done first. The input data and the initialized 
solution should be of identical size. The length of 
each and every single individual solution belonging 
to the population is n and then, each data point of 
the solution will be allocated to the K clusters in a 
random fashion.  At the initial stage, current 
generation is assumed a value of zero. All the 
chromosomes will have a number of cluster 

parameters that lie between one and the user-
specified maximum number of clusters. A 
population containing a certain number of 
chromosomes is generated in an arbitrary way. In 
the beginning, random assignment of data points to 
every single cluster takes place. Next, the remaining 
points are also arbitrarily allocated to the clusters. 
This method prevents the illegal strings to be 
generated. Illegal strings are those strings with no 
pattern in any of the cluster.  
 The proposed FGPSO algorithm has the fitness 
evaluation as its subsequent step. Three different 
indices, namely, DB index, XB-index and sym-
index allow the fitness of each solution to be 
computed. 
 
3.2 Fitness Calculation 
 
The measure of an individual’s quality is provided 
using the fitness function. Designing of fitness 
function is essential to evaluate the individual’s 
performance in the present population. While 
information retrieval has to be performed in the 
genetic algorithm, it is necessary to provide an 
evaluation or fitness function for all the problems to 
be solved. The choice of more appropriate fitness 
function is important because the operation of the 
genetic algorithm relies on it.    The fitness function 
in the proposed approach aids in finding the proper 
feature subsets. The various fitness functions are 
explained as follows: 
 
3.2.1 DB-Index 
 
The Davies Bouldin Index allows the clustering 
algorithm to be assessed. The DB-Index is an 
internal evaluation scheme, which validates the 
manner in which the clustering is accurately 
performed in accordance with the quantities as well 
as the features related to the dataset. The 
computation of the quality of clustering can be 
enhanced with the inclusion of the Fuzzy matrix to 
the Davies Bouldin index. The computation of 
Fuzzy DB-Index is elucidated below. 

                    ∑
=

+=
c

l
aaR

c
DBI

1
1,

1
       (2) 

where, DBI is the Fuzzy Davies Bouldin Index,     
Ra, a+1is the clustering scheme measurement between 
each cluster and c is the total number of clusters.  
The clustering scheme measurement between each 
cluster, Ra, a+1, can be computed with the following 
equation. 
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In the aforementioned equation, Sa specifies the 
distance value between each data in the cluster and 
the centroid associated with that cluster; Sa+1 
indicates the distance value between each data in the 
subsequent cluster and the centroid of that cluster; 
M refers to the sum of the Euclidean distance 
between each centroid and the value of M can be 
computed using the equation stated below. 

                      
( )∑ ∑

−

= +=

−=
1

1 1

2
c

a

c
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   (4) 
The measurement of the distance value between 
each data in the cluster and its centroid involves the 
following equation.                                                                                 

                
b

T

b
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T
S ×−= ∑

=1

21

    (5) 
where T is the total number of data in the set, X is 
the data in the cluster and C is the centroid of the 
cluster.  Here, Ub represents the computation of 
Fuzzy matrix.   
 
3.2.2 Sym-Index 
 
Most appropriate clustering results can be produced, 
when a maximum value is obtained for the Sym-
Index. The Sym-Index can be expressed as:                                                                   

                     
g

Ec
SI ××=

11
                 (6) 

where c is the total number of clusters, E is the sum 
of the Euclidean distance between data and 
centroids in all clusters, and g is maximum distance 
between centroids.  The sum of the Euclidean 
distance between the centroids and its corresponding 
data can be evaluated using the following equation. 

                      
∑∑
= =

−=
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b
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2

  (7) 
In the above equation, T specifies the number of 
data that is related to the centroid Ca. For example, 
if C1 indicate the centroid of the first cluster, then Xb 
are the data in the first cluster. The value of g is 
opted from the comparison of distance between the 
centroids that rely on the maximum value and it can 
be provided with the equation below: 
 

                    ( ){ }da CCdisg ,max=   (8) 
In the above equation, a falls in the range of 1 
and c - 1; d lies between a+1 and c. The above 
equation makes a comparison of the distance 

between each centroid and selects the maximum 
distance value. 
 
3.2.3 XB-Index 
 
The XB-Index can be defined as the ratio of the 
within cluster compactness to the minimum distance 
between the clusters and it is given by, 

                             
hm

EXBI
×

=    (9) 

In the above equation, E points to the sum of the 
Euclidean distance between the centroids and its 
related data; m specifies the total number of data in 
the dataset of very high dimension; the value of h is 
provided using the comparison of distance between 
the centroids in accordance with the minimum value 
and it is given as follows:  
                                                                                      

                         ( ){ }da CCdish ,min=              (10) 
In the above equation, a takes a value between 1 and 
c - 1; d assumes value from a + 1 to c. The above 
equation makes a comparison of the distance 
between each centroid and it would opt for the 
minimum distance value. The computation of Fuzzy 
DB-Index, Sym-Index and XB-Index allows the 
fitness value computation of each nest to be 
achieved. 
 
3.3 Proposed Fractional GPSO 
The proposed fractional GPSO algorithm starts with 
the random initialization of the solutions. Next, the 
fitness function involving the three different indices 
is assessed for every single particle. For each and 
every iteration, the Particle best (Pbest) and global 
best (gbest) among the initialized solution should be 
computed. In addition, a group of parent solutions 
are chosen to carry out the genetic operation.  The 
set of parent solutions, which have been chosen 
from the population are the global best solution 
(gbest) and the worst solution. A fresh solution is 
achievable, if crossover and mutation operation are 
applied on the chosen set of parent solution. 
 
3.3.1 Crossover Operation  
Assume that there are two parents.  Let P = {p1, p2, 
p3, p4} and Q = {q1, q2, q3, q4} indicate the parent 
solutions containing four cluster centers, where each 
pi and qi represents a vector of features as shown in 
the fig.2 below. Two children A and B are produced 
as a result of crossover. If the uniform crossover is 
considered, the crossover on every single pair of 
centers from the parents can be determined using a 
probability of 0.5. In the following example, the 
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crossover operation is neglected at position 3 and 
hence, the values of p3 and q3 are copied to position 
3 of strings A and B in order and in a 
straightforward manner.  Positions 1, 2 and 4 take 
new values of a1, a2, a4 and b1, b2, b4 on A and B, 
respectively.  

Fig. 2 Crossover operation achieved on the chosen 

parent 

 
3.3.2 Mutation Operation 
Random mutation is utilized in this paper and hence, 
only a small fraction of the bits contained in the 
chromosome list gets modified. Mutation serves as 
an alternative approach to find the cost surface. It is 
capable of introducing new attributes, which the 
original population lacks, and helps the genetic 
algorithm to have a rapid convergence. A new 
solution will be obtained only after the application 
of crossover and mutation on the parent solution set.  
 
3.3.3 FPSO Operation 
This operation makes use of the FPSO operators that 
include the velocity updates as well as the position 
updates for revising the solutions containing the 
worst fitness.  The velocity and the position of the 
particles in the FPSO algorithm can be revised using 
the following expression. The velocity updating 
equation of FPSO is stated as follows: 
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24
1
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 (9) 

 
where α indicates a small positive constant.  
Likewise, the position updating equation in the 
FPSO algorithm is given by,  
                         

    11 ++ += ttt velpospos              (10) 
Immediately after the updation of the position as 
well as the velocity of the particle, the fitness for the 
new solution is computed. The solution containing 
worst fitness is chosen and once more the genetic 
operator will be applied.   The new solutions will 

then have the updated velocity and position. The 
process will be executed continuously until the 
ceasing condition has been met.  The various steps 
involved in the proposed FPSO algorithm are 
portrayed below.  
 
3.3.3 Step by Step Procedure of FGPSO 
Algorithm 
 
1. Initialization. Generate initial population 
randomly with size equal to the input data. 
2.  Fitness calculation. Evaluate the fitness for each 
solution in the population based on five objective 
functions. 
3. GA operation. A set of parent solution is 
selected and the crossover and mutation operation is 
performed to generate new solution. 
4.  FPSO operation. The solution with worst fitness 
is updated using the velocity and position updating 
operation  
The velocity updating equation is  

          

)()(
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Also the position updating equation is given below,  

     11 ++ += ttt velpospos  
5.  Calculate the fitness for the new solution 
6.  Apply GA operation between new solution and 
old solution at K iteration  
7.  Update new best solution using FPSO operator 
8. Repeat the steps 2 to 4 until the termination 
criteria reached. 
 

 

Fig.3. Flow Diagram of the proposed FGPSO 
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The flow diagram of the proposed Fractional 
Genetic PSO algorithm for multi objective data 
Clustering is shown in the fig. 3 above. 
 
 
4 Results and Discussion 
The proposed multi objective data clustering is 
implemented in the MATLAB and the data 
clustering is experimented with the dataset. The 
datasets used to compare the performance of the 
proposed approach are taken from UCI machine 
learning repository which includes the Spam base 
Dataset, Localization Data for Person Activity Data 
Set, Pen-based recognition of handwritten digits 
dataset. The suggested multi objective data 
clustering is executed in a Windows machine 
containing configurations Intel (R) Core i5 
processor, 1.6 GHz, 4 GB RAM, and the Operating 
System platform is Microsoft Windows 7 
Professional.  Three datasets are used here namely 
Spambase Dataset, Localization Data for Person 
Activity Data Set, and Pen-based recognition of 
handwritten digits dataset which are taken from the 
UCI machine learning repository. The detailed 
explanation of dataset is given below. 
 
4.1 Quantitative Measure 
The evaluation of the proposed multi objective data 
clustering is carried out using the following metrics. 
 
4.1.1 Clustering Accuracy 
Clustering accuracy refers to the degree of closeness 
of measurement of a quantity to its actual value. In 
this paper the clustering accuracy is computed using 
the following formula. 
                                                                         

                      
∑
=

=
T

i
iX

N
CA

1
 1    

  (11) 
where, N is the number of data point and T is the 
number of class and X is the concerned data point. 
 
4.1.2 Computation Time  
Computation time or time complexity evaluates the 
measure of time taken by an algorithm to execute. 
Likewise, it decides how the execution time varies 
with size and dimensionality of the dataset. 
 
4.2 Performance Evaluation  
The basic idea of the proposed approach is multi 
objective data clustering using Fractional Genetic 
PSO (FGPSO) algorithm. To prove the efficiency of 
our method, we compare the proposed FGPSO 
algorithm to K-Means algorithm, Bisecting K-

Means algorithm, HB K-Means [2], MSE-HB-K-
Means and Stable-HB-K-Means (both together is 
referred to as CHB K-Means) [3], Genetic algorithm 
and Particle Swarm Optimization algorithm. In this 
section we evaluate our proposed method based on 
clustering accuracy and computation time. All the 
analyses were done on the Spambase dataset [24], 
Localization Data for Person Activity dataset [25] 
and the Pen-Based Recognition of Handwritten 
Digits Dataset [26].  
 
4.2.1 Performance Analysis Based on Clustering 
Accuracy 
In this section, we plot the performance analysis of 
the proposed method, Fractional Genetic PSO 
(FGPSO) algorithm. The performance of the 
proposed approach is evaluated based on the 
clustering accuracy. The process is conducted by 
varying the number of clusters.  

Fig.4. Performance based on clustering accuracy 
using dataset 1 

Fig.5. Performance based on clustering accuracy 
using dataset 2 
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Fig.6. Performance based on clustering accuracy 
using dataset 3 

 
From the result shown in fig. 4, one can observe that 
PSO, GA and our proposed method FGPSO yield 
the best performances followed by K-Means 
algorithm, Bisecting K-Means algorithm, HB K-
Means, MSE-HB-K-Means and Stable-HB-K-
Means. But our proposed approach which is 
implemented using GA and PSO is slightly better 
than the existing approaches. When the cluster value 
is 2 we obtain the maximum accuracy value using 
GA, PSO and FGPSO.  The fig. 5 illustrates the 
performance of the proposed approach using dataset 
2.  Here, when the cluster value is 2, we obtain the 
accuracy value of 65%, which is very much high 
compared to all the existing approaches. Fig. 6 
shows the performance comparison of accuracy plot 
using dataset 3. Here, when number of clusters is 
increased to 7, we achieve the maximum accuracy 
value for GA, PSO and FGPSO approaches. We can 
conclude from the responses of dataset 1 and dataset 
2 that as the number of clusters increases, the 
clustering accuracy also increases accordingly. 
 
4.2.2 Performance Analysis Based on 
Computation Time  
 
In this section, we discuss performance analysis of 
the proposed approach based on the computation 
time. The computation time is evaluated by varying 
the number of clusters. The figures 7, 8 and 9 
illustrate the performance in terms of computation 
time by varying the cluster values from 2 to 7. 
 
 
 
 

Fig.7. Comparative analysis in terms of computation 
time using dataset 1 

Fig.8. Comparative analyses in terms of 
computation time using dataset 2 

 
The fig. 7, 8 and 9 represent the comparative 
analysis of the different algorithms for high 
dimensional data clustering using different datasets. 
This comparative analysis shows the analysis over 
computation time. According to the analysis from 
the graphs plotted above, it can be assessed that as 
the number of clusters increases, the computation 
time also increases for all the methods. In fig. 7, our 
proposed approach achieves the maximum 
computation time. When the number of cluster is 7, 
a computation time of 24 ms is achieved. In the 
same way in fig. 8 and fig. 9 also the maximum 
computation time is obtained for FGPSO when the 
total cluster value is 7. The time utilization is high 
for FGPSO because of the included constraints and 
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that expands the circle in the handling stage which 
results in increased time consumption. 

Fig.9. Comparative analysis in terms of computation 
time using dataset 3 

 
 
5 Conclusion 
The ultimate aim of this work is to develop a multi-
objective optimization (MOO) technique by 
including different indices, like DB index, XB-index 
and sym-index.  These three objectives have been 
used as fitness function for the proposed Fractional 
Genetic PSO algorithm (FGPSO) which is the 
hybrid optimization algorithm for clustering. The 
proposed multi objective FGPSO algorithm is 
implemented using MATLAB and the performance 
has been evaluated based on clustering accuracy and 
computational time. The proposed algorithm shows 
promising results. 
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