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Abstract:  In this paper, a novel text clustering technique is proposed to summarize text documents. The 
clustering method, so called ‘Ensemble Clustering Method’, combines both genetic algorithms (GA) and 
particle swarm optimization (PSO) efficiently and automatically to get the best clustering results. The 
summarization with this clustering method is to effectively avoid the redundancy in the summarized document 
and to show the good summarizing results, extracting the most significant and non-redundant sentence from 
clustering sentences of a document. We tested this technique with various text documents in the open 
benchmark datasets, DUC01 and DUC02. To evaluate the performances, we used F-measure and ROUGE. The 
experimental results show that the performance capability of our method is about 11% to 24% better than other 
summarization algorithms. 
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1 Introduction 
Generally, automatic summarization techniques can 
be categorized into extractive and abstractive 
summarization [21]. An extractive summarization 
technique is to select the most important sentences 
from the full text to make short versions [13]. In this 
technique, the importance of each sentence of a 
document is decided based on some similarity 
measures to assign the salience score to the 
sentence, and the related units with the highest 
scores are extracted [1]. An abstraction 
summarization technique usually needs information 
fusion, and sentence compression and reformulation 
to paraphrase the contents of the original document 
[27]. The implementation of abstract summarization 
techniques requires using heavy machinery from 
natural language processing for new sentence 
generation, which is too difficult to get a robust 
summarization [29]. The quality of an extractive 
summarization might not be as good as an 
abstraction summarization, but it is considered well 
enough for a reader to understand the main ideas of 
a document, so most of works in this area are based 
on the extractive summarization. 

The extractive summarization techniques use the 
heuristic rule in order to select the sentences 
providing the most important information from the 
document [8]. However, it has a redundancy 
problem that the selected sentences may have the 
many same terms due to the high frequencies of 
those terms. To reduce the redundancy in the 
summarized sentences, many methods, such CRF 
[21], Manifold–Ranking [28], NetSum [26], QCS 
[7] and etc. were proposed.  

We applied the clustering technique to reduce 
redundancy on summarizing results. In this 
clustering technique, the sentences in a document 
are clustered according to their similarities into 
several sentence groups (clusters) and the highest 
scored sentence of each group is selected as a 
candidate of the summarized sentences. This 
technique is very effective to reduce redundancy in 
the summary. Because one of the candidate 
sentences includes much of the important content of 
a cluster (because it is the highest scored sentence in 
the cluster), and is quite different from the candidate 
sentences of other clusters (guaranteeing the 
minimum redundancy).  
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For sentence clustering, we introduce the 
ensemble method using both genetic algorithms 
(GA) and particle swarm optimization (PSO). GA 
and PSO is well-known for optimization problem 
but their weakness are the premature convergence. 
We solve this problem applying different algorithms 
to the global and the local search algorithms 
individually. GA is very good for the global search 
but relatively weak for the local search, and PSO’s 
local search ability is better comparing to GA. 
Therefore, a well balance between global and local 
search abilities of two algorithms, GA and PSO, is 
necessary. We proposed automatic population 
partitioning (APP) method to solve it. For this, we 
apply two control parameters (relative distance and 
distribution coefficient) to regulate the probability 
of performing local and global searching. 

This paper is organized as follows: Details of 
automatic document summarization based on 
ensemble method of GA and PSO is described in 
Section 2. Experiment results are given in Section 3. 
Conclusions and future works are given in Section 
4. 
 
 
2 Automatic Document 
Summarization using Sentence 
Clustering based on Ensemble Method 
of Automatic Population Partitioning 
with GA and PSO 
First, for our summarization system based on 
ensemble method of automatic population 
partitioning (APP) with GA and PSO, sentences are 
represented by using IR techniques. Second, the 
sentences are clustered by using APP to reduce the 
redundancy. Then, the sentences which have the 
weightiest terms in clusters are selected. Finally, the 
selected sentences are rearranged in the document 
for reading. 
 
2.1 Sentence representation and similarity 
measure between sentences 
In most existing document clustering algorithms, 
documents are represented using the Vector Space 
Model (VSM) [2], which is formed by the weights 
of the terms indexed in a document. Equation 1 
shows the nth document vector whose size is 1 by t: 
 
𝑑𝑑𝑛𝑛 = 〈𝑊𝑊𝑛𝑛 ,1, 𝑊𝑊𝑛𝑛 ,2, ⋯  ,𝑊𝑊𝑛𝑛 ,𝑡𝑡 〉,   (1) 
 
where t is the number of the total indexed terms in a 
corpus and Wn,i  is the weight of the ith term in the 

nth document. Unlike document clustering, 
extractive summarization technique divides the 
input document into a set of sentences for the 
sentence clustering. That is, each document D is 
expressed as sentences sequence: 
 
D = 〈S1, S2, ⋯  , Sn〉,    (2) 
 
where n is number of sentences in D. Subsequently, 
each sentence Sn is represented as: 
 
Sn = 〈TWn,1, TWn,2, ⋯  , TWn,m〉,  (3) 
 
where m is the number of the total indexed terms in 
a document and TW is the term weight. It shows the 
nth sentence vector whose size is 1 by m. TW is 
defined by: 
 
TWnm = freq nm

maxfreq nm
,    (4) 

 
where freqij is term frequency and maxfreqij is 
maximum term frequency in a document. For 
sentence clustering in VSM, we use cosine measure 
to compute the similarity between two sentences.  
As above, VSM can be applied to sentence 
representation and similarly. However, it has a 
drawback. In a sentence, the vector dimension m is 
very large compared to the number of terms. 
Therefore, the sentence vector has many null 
components [14]. So, the representation and 
similarly using VSM is not very efficient for 
sentence and, we have applied another sentence 
representation and similarly techniques. Each 
sentence Sn is defined by: 
 
Sn = 〈Tn,1, Tn,2, ⋯  , Tn,m 〉,   (5) 
 
where m is the number of indexed terms in a 
sentence Sn. We extracted the indexed terms by 
using stop words and Porter’s stemming. That is, a 
sentence Sn is represented as sequence of terms 
existing in the document. 

Next, we present a method to measure similarity 
between sentences using the Normalized Google 
Distance (NGD) [3]. NGD takes advantage of the 
number of hits returned by Google search engine to 
compute the semantic distance between two 
sentences. NGD is defined the global and local 
similarity measure between terms in sentences. 
First, the global similarity measure between terms ti 
and tj is defined by the formula: 
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NGDg�ti , tj� =
max�log�fg (ti )�, log�fg �tj���−log�fg �ti , tj��

logNgoogle −min�log�fg (ti )�, log�fg �tj���
,

      (6) 
 
where fg(ti) and fg(tj) denote for the numbers of web 
pages containing the search terms ti and tj 
respectively. fg(ti, tj) is the number of web pages 
containing both terms ti and tj. Ngoogle is the total 
number of web pages indexed by Google search 
engine. Using the definition of global similarity 
measure between terms as Equation (6), the global 
sentence similarity measure between sentences Sk 
and Sl is given by: 
 

simglobal (Sk, Sl) =
∑ ∑ NGDglobal �ti ,tj�tj∈S lti∈S k

mi mj
,   

(7) 
 
where mi and mj represent the numbers of terms in 
sentences Sk and Sl respectively.  
Similarly, the local similarity measure between 
terms ti and tj is defined by: 
 

NGDl�ti , tj� =
max�log�fl (ti )�, log�fl�tj���−log�fl�ti , tj��

logNgoogle −min�log�fl (ti )�, log�fl�tj���
, 

(8) 
 
where fl(ti) and fl(tj) denote the numbers of sentences 
containing terms ti and tj, respectively, in document 
D. fl(ti, tj) is the number of sentences containing both 
ti and tj, and n is the total number of sentences in 
document D. Also, using Equation (8), the local 
sentence similarity measure is given by: 
 

simlocal (Sk, Sl) =
∑ ∑ NGDlocal �ti ,tj�tj∈S lti∈S k

mi mj
,   

(9) 
 
Finally, the overall sentence similarity measure 
between sentences Sk and Sl is defined as a product 
of global and local similarity measures: 
 
simNGD(Sk, Sl) = 
simglobal (Sk, Sl) × simlocal (Sk, Sl).               (10) 
 
2.2 Generating the proper number of 
clusters 
The number of clusters (topics) in each document is 
not given before summarization. Thus, we need to 
determine the proper number of cluster a prior. For 
this, we used the approach based on the distribution 
of terms in the sentences which are defined as: 
 

k = n |d|
∑ |Si |n

i=1
= n �⋃ Si

n
i=1 �

∑ |Si |n
i=1

,  
 (11) 
 
where |d| is the number of terms in document d and 
n is number of sentences in d. Authors of the paper 
[1] provide two cases in which the numbers of 
clusters are bounded to the k, for clustering n 
sentences. That is, we always have 1 ≤ k ≤n. The 
definition of (11) gives the interpretation of k as the 
proper number of clusters in terms of average 
number of terms. Once cluster number is determined 
by this way, APP is implemented in our study for 
sentence clustering. 
 
 
2.3 Ensemble method based on automatic 
population partitioning with GA and PSO 
for sentence clustering 
Clustering is widely used unsupervised 
categorization technique partitioning an input space 
into K regions. One of the mostly used applications 
of clustering is text document clustering, which 
categorizes a given large collection of documents 
into groups of documents having more similar to 
each other than documents belonging to different 
groups. It plays a vital role in efficient document 
organization, summarization, topic extraction, and 
information retrieval [12].  

In the past decade, meta-heuristic algorithms, 
such as GA, ant colony optimization (ACO), and 
PSO have been widely used in clustering field. GA 
is a randomized search and optimization technique 
that can be used to handle large and complex 
landscapes guided by the principles of evolution and 
natural genetics [10]. It can provide near optimal 
solutions through reproductive evolution of the 
individual advantage in a population, but its local 
search ability is relatively weak [25]. Unlike GA, 
the implementations of optimization and control 
algorithms based on swarm intelligence e.g., ACO 
and PSO, have been extensively studied so far. 
Inspired by the foraging behaviour of ant colonies, 
ACO targets discrete optimization problems [18]. 
Shelokar et al. [20] firstly used ACO for clustering, 
and their experimental results showed that ACO 
could effectively solve a variety of clustering 
problems by its good global and local search 
abilities. However, the searching time is too long. 
PSO is another efficient swarm intelligence 
algorithm proposed by Kennedy and Eberhart in 
1995 [11]. It simulates the behaviour of bird 
flocking or fish schooling. In PSO, the potential 
solution, called particles, moves around in a search 
space with the velocity updated based on its own 
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experience and the experience of its neighbours 
(personal best) or the whole swarm (global best) in 
order to search and determine an optimal solution. 
In comparing with ACO, PSO is easier to 
implement and computationally efficient to achieve 
a fast convergence. Moreover, PSO has a good local 
search ability compared to GA, but its performance 
depends highly on the selection of the global best 
particles [22]. 

 
2.4 Clustering by using genetic algorithm 
A GA is a robust probabilistic search and 
optimization technique directed by natural genetics 
guidelines and evolution principles. It can provide a 
near optimal solution for objective or fitness 
function of an optimization problem in a multi-
dimensional space.  

Text document clustering based on GA can 
provide appropriate cluster solutions by using the 
search capability of GA. The performance of GA for 
text document clustering is better than other 
clustering algorithms [24]. It is known that a 
clustering problem can be regarded as an 
optimization problem that can optimize cluster 
validity index as an objective or fitness function. It 
should be noted that a chromosome Xi can be 
represented as 𝑋𝑋𝑖𝑖  =  (𝑀𝑀𝑖𝑖1, … ,𝑀𝑀𝑖𝑖𝑖𝑖 , … ,𝑀𝑀𝑖𝑖𝑖𝑖 ) , where 
𝑀𝑀𝑖𝑖𝑖𝑖  =  (𝑤𝑤1,𝑤𝑤2, … ,𝑤𝑤𝑛𝑛) refers to the centroid vector 
of the jth cluster in the ith chromosome, k is the 
number of centroid vectors and, n is the total 
number of terms. Consequently, text document 
clustering by using GA determines optimal centroid 
vectors. 

In this paper, we use a set type encoding to 
represent a chromosome and its encoding process is 
defined by: 𝑋𝑋𝑖𝑖  =  (𝐶𝐶𝑖𝑖1, … ,𝐶𝐶𝑖𝑖𝑖𝑖 , … ,𝐶𝐶𝑖𝑖𝑖𝑖) , where 
C𝑖𝑖𝑖𝑖  =  (𝑆𝑆1, 𝑆𝑆2, … , 𝑆𝑆𝑛𝑛) refers to the sentence group 
of the jth cluster in the ith chromosome. k is the 
number of cluster, Sn is a sentence belonging to jth 
cluster, and n is the number of sentences in cluster 
Cij. 

An objective or fitness function prescribes the 
optimality of a solution in GA. That is, the three 
evolution operators, i.e., selection, crossover, and 
mutation, of the objective or fitness function 
determine the evolving direction of the 
chromosome. In this study, the fitness function for 
the ith chromosome, called the average similarity 
index, was measured. It was then used to measure 
the similarity between clusters in group average 
clustering of one of the hierarchical clustering 
algorithm [6], and its mean represents the average 
similarity of all the sentence in each cluster. The 
average similarity index is defined by: 

 

AverageSimilarity(i) =
∑ ClusterSim j

k
j=1

∑ ClusterSize j
k
j=1

, 

 (12) 
 
ClusterSimj = ∑ ∑ sim(djm , djn )djn ≠djmdjm ∈Cij ,
 (13) 
 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑡𝑡𝐶𝐶𝐶𝐶𝑆𝑆𝑖𝑖𝐶𝐶𝐶𝐶𝑖𝑖 = �𝐶𝐶𝑖𝑖𝑖𝑖 �×(�𝐶𝐶𝑖𝑖𝑖𝑖 �−1)
2

,  
 (14) 
 
where ClusterSimj and CluterSizej refer to the sum 
of similarity between sentences in the jth cluster and 
the number of similarity between sentences in the 
jth cluster, respectively. sim(sjm,sjn) is the cosine 
similarity between sentence sjm, sjn and �𝐶𝐶𝑖𝑖𝑖𝑖 �is the 
number of sentences in the jth cluster in the ith 
chromosome. From Equation (12), we can see that 
the higher the fitness value, the better the 
chromosome associated with the solution to the 
clustering problem. 
 
2.5 Clustering by using particle swarm 
optimization algorithm 
The PSO algorithm, introduced by Kennedy and 
Eberhart in 1995 [11], is inspired from the concept 
of the social behavior of a flock of birds. PSO has 
been proven to be effective for text document 
clustering [4, 5].  

In PSO, the potential solution, called particles, 
moves around in a multi-dimensional search space 
with the velocity updated based on its own 
experience and the experience of its neighbors 
(personal best) or the whole swarm (global best) in 
order to search and determine an optimal solution. 
The velocity and direction of each particle moving 
along each dimension of the problem space would 
be altered with the generation of each movement 
[4]. That is, when a particle moves to a new 
position, a different candidate solution is generated. 
Every particle in the swarm is updated using 
Equations (15) and (16). When applying it to text 
document clustering, each particle encoded by a 
cluster centroid vector represents a candidate 
clustering solution. 

In this paper, we use a set type encoding to 
represent a particle as stated above in the 2.4 and the 
velocity represented the possibility of sentence 
moving to a different cluster using Equations (15) 
and (16). 
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vid (t + 1) = wvid (t) + c1r1�Pid (t) − xid (t)� +
c2r2(Pgd (t) − xid (t)),    
 (15) 
 
𝑥𝑥𝑖𝑖𝑑𝑑 (𝑡𝑡 + 1) = 𝑥𝑥𝑖𝑖𝑑𝑑 (𝑡𝑡) + 𝑣𝑣𝑖𝑖𝑑𝑑 (𝑡𝑡 + 1), 
 (16) 
 
where vid(t+1) is the velocity in the dth dimension of 
the ith particle for t + 1 iteration, w is the inertia 
weight, c1 and c2 as acceleration coefficients are 
constants, and r1 and r2 are two random numbers in 
the interval [0, 1] applied to the ith particle. Pid is 
the personal best with respect to the ith particle, Pgd 
is the global best in whole swarm, and xid represents 
the ith particle for t + 1 iteration. 
 
2.6 Automatic Population Partitioning 
In data clustering, almost all stochastic optimization 
algorithms, such as GA, ACO and PSO have 
suffered from low accuracy and premature 
convergence. That is because, in the search space, 
each of these algorithms has different optimization 
ability, and the balance between global and local 
search abilities is critical to the success of an 
optimization problem [23]. Thus, in order to achieve 
global optimization, both global and local search 
abilities are required: the combination of different 
meta-heuristic algorithms for improving 
optimization ability is a hot spot in the research field 
of clustering.  

In this paper, we propose an ensemble method 
combining GA and PSO to deal with the clustering 
problem. GA has global search ability but its local 
search ability is relatively weak and PSO’s local 
search ability is better in comparison with GA. 
Therefore, a well balance between global and local 
search abilities is obtained through automatic 
population partitioning (APP) proposed this study. 

Generally, in a population, an individual with 
high fitness value is considered as good global 
optimum candidates. Therefore, a local optimum 
searching approach, such as PSO, is applied to this 
individual. On the contrary, individual having less 
likelihood of achieving good fitness evaluation is 
considered as poor global optimum candidates. 
Here, GA is applied to this individual to improve the 
algorithm capacity for global exploration.  

For the APP proposed in this paper, we apply 
two control parameters, i.e., relative distance G and 
distribution coefficient Var, to regulate the 
probability of performing local and global searches 
of each individual Xi of the population in the current 
generation i. Specifically, by using these control 
parameter, APP automatically determines the global 

or local searching of each individual and applies 
different techniques used in optimization to each of 
them, such as GA and PSO. 

The relative distance between the fitness value of 
the individual Xi and the best fitness value in the 
current generation is defined by: 

 
G =  (fitmax  –  fit(Xi)) / (fitmax  – fitmin ) ,
 (17)  
 
where fitmax and fitmin represent the maximum and 
minimum values of fitness, respectively. 
From its definition, we divide the value of G into 
two intervals: 
 
If fit(Xi) is close to fitmax, and G is small, the 
individual Xi will perform a local search by using 
PSO. 
If fit(Xi) is far from fitmax, and G is large, the 
individual Xi will perform a global search by using 
GA. 
 
Var is defined to depict the distribution of a 
population in the current generation, which is used 
to detect whether the population is converging to an 
optimum:  
 
Var = (fitmax − fitavg )/(fitmax − fitmin ) ,
 (18) 
where fitmax, fitavg, and fitmin represent the maximum, 
average, and minimum values of fitness, 
respectively. It is intuitive that when fitavg is close to 
fitmax and distant from fitmin, the distribution of the 
population will be high and may cause premature 
convergence; thus, we need to expand global search, 
and vice versa.  

Using G and Var, the probability of Xi to perform 
a local search by using PSO (Ppso(Xi)) and the 
probability of Xi to perform a global search by using 
GA (Pga(Xi)) are defined by: 

 
Ppso (Xi) =  k1 ∙

Var
G

= k1 ∙
(fitmax −fitavg )

(fitmax  – fit(Xi ))
,

 (19)  
 

PGA (Xi) =  k2 ∙
G

Var
= k2 ∙

(fitmax  – fit(Xi ))
(fitmax −fitavg )

, (20) 

 
where k1 and k2 are real constants between 0 and 1. 
Thus, we have: 
 
if fit(Xi) ≥ fitavg, Xi is good individual, then Ppso(Xi) 
= k1∙(fitmax – fitavg) / (fitmax – fit(Xi)) and Pga(Xi) = 0;  
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else if fit(Xi) < fitavg, Xi is bad individual, then 
Ppso(Xi) = 0 and Pga(Xi) = k2∙(fitmax – fit(Xi)) / (fitmax – 
fitavg). 
 
The steps of the APP algorithm can be summarized 
as: 
 
Step 1: Setting parameters: proper number of clusters k 

using Equation (11), parameter p denotes the 
population size, and parameter i denotes the 
maximum iterations. 

Step 2: Initializing population: Create a population P. 
Step 3: (a) Calculate the fitness value of each 

individual of population in generation i based 
on equation (12). 

 (b) Divide the population by using APP: 
Determine the probability of each individual in 
order to perform global search by using GA 
and local search by using PSO based on 
equation (19) and (20), respectively. 

 (c) Assign individuals of the global search part 
in the population to the chromosomes of GA 
and perform GA until one iteration. 

 (d) Assign individuals of the local search part 
in the population to particles of PSO and 
perform PSO until one iteration. 

 (e) Generate offspring population by 
combining both GA and PSO output 
individuals. 

Step 4: Repeat step 3 until termination conditions are 
satisfied. 

Step 5: Output the final solution obtained by the best 
individual in the last generation. 

 
2.7 Sentence selection and rearrangement from 
clusters of sentences for reading 
To select the important sentence in a sentence 
cluster, we use the weights of sentences in each 
cluster proposed in the paper of Pavan and Pelillo 
[19]. The Weight of Sentence Si in sentence cluster 
Cp will be defined by the following recursive 
formula as: 
 
WOSCp (Si) =

�
1,      if �Cp � = 1

∑ ΦCp �Sj, Si�Sj∈Cp WCp �Sj�,      otherwise
� .

 (21) 
 
where, Cp is nonempty sentence cluster and Si, Sj are 
sentences in Cp. 

Subsequently, ΦCp (Sj, Si) is: 
 

ΦCp �Sj, Si� = simNGD�Sj, Si� − awdegCp (Sj) .
 (22) 

 
And awdegCp(Sj) is: 
 

awdegCp �Sj� = 1
�Cp �

∑ simNGD(Sj, Si)Si∈Cp .

 (23) 
 
Consequently, top ranked sentences are selected 

in sentence cluster reversed order of WOSCp value. 
The summary is provided by compounding the 

important sentences extracted from each sentence 
cluster. But, it is needed to rearrange the sentences 
for reading. Each sentence cluster has the 
information of the indices of the sentences which 
are the same as the sequence order as in a document. 
After selecting the weightiest sentences in the 
clusters, we sort the sentences with their indices and 
then return the sentences in the sorted order. 

 
 

3 Experiment Results 
 
3.1 Datasets 
We conduct our method of APP for extractive 
summarization on two document datasets DUC01 
and DUC02 and the corresponding 100-word 
summaries generated for each document. The 
DUC01 and DUC02 as the most-widely adopted 
benchmark datasets in the document summarization 
are the open source datasets published by Document 
Understanding Conference (http://duc.nist.gov). The 
DUC01 and DUC02 contain 147 and 567 
documents-summary pairs respectively. These 
datasets are clustered into 30 and 59 topics, 
respectively. In those document datasets, stop word 
removal and the terms were stemmed using Porter’s 
stemming. 
 
3.2 Evaluation metrics 
To evaluate the performances of the algorithms, we 
use two measurements. The first measurement is F-
measure [9] which uses a generic metric to evaluate 
the performance of IR. The summarization precision 
Psummary, recall Rsummary are defined as: 
 
Psummary = |Sums reference ∩Sums candidate |

|Sums candidate | , 
 (24) 
 
Rsummary = |Sums reference ∩Sums candidate |

|Sums reference | ,
 (25) 
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where ∣Sumscandidate∣ stands for the number of the 
candidate summaries, and ∣Sumsreference∣ stands for 
the number of the reference summaries. 
|Sumsreference⋂Sumscandidate| is the number of the 
matching pairs between candidate summaries and 
reference summaries. F-measuresummary is 
subsequently given by: 
 
F −measuresummary = 2Psummary ×Rsummary

Psummary +Rsummary
,

 (26) 
 
The second measurement is the ROUGE toolkit 

[15]. It has been shown that ROUGE is very 
effective for measuring document summarization 
and it measures the summary quality too by 
counting the overlapping units between reference 
summary and candidate summary. ROUGE-N 
measure is given by: 

 
ROUGE− N =
∑ ∑ Count match (N−gram )N−gram ∈SS∈Summary refer

∑ ∑ Count (N−gram )N−gram ∈SS∈Summary refer
,  

 (27) 
 
where Count(N-gram) is the number of N-grams in 
reference summaries, and Countmatch(N-gram) is the 
maximum number of N-grams co-occurrence 
between reference summary and candidate 
summary. ROUGE-N compares N-grams between 
these two summaries, and counts the number of 
matches. N stands for the length of N-gram. In our 
experiment, we use two the ROUGE metrics, N is 
set as 1 and 2, that is, unigram metric ROUGE-1 and 
bigram metric ROUGE-2 are applied. 
 
3.3 Performance and discussion 
In this section, we compare the summary 
performances of APP with those of other five 
methods, such as CRF [21], Manifold–Ranking 
[28], NetSum [26], QCS [7], and SVM [30] which 

are widely used in the automatic document 
summarization.  
 
 
Table 1. Summarization performance on DUC01.  

Methods F-measure ROUGE-1 ROUGE-2 
APP 0.50213 0.50021 0.20034 
CRF 0.46405 0.45525 0.17665 

Manifold 
Ranking 0.43365 0.42865 0.16354 

NetSum 0.47014 0.46231 0.16698 
QCS 0.44192 0.43852 0.18457 
SVM 0.44628 0.43254 0.17002 

 
Table 2. Summarization performance on DUC02. 

Methods F-measure ROUGE-1 ROUGE-2 
APP 0.49882 0.48673 0.14228 
CRF 0.46003 0.44401 0.10873 

Manifold 
Ranking 0.41926 0.42536 0.10528 

NetSum 0.46158 0.45562 0.11254 
QCS 0.42116 0.45002 0.10547 
SVM 0.43152 0.43785 0.10745 
Table 1 and Table 2 show the results of all the 

methods in terms ROUGE-1, ROUGE-2, and F-
measure metrics on DUC01 and DUC02 datasets, 
respectively. From Table 1 and Table 2, we can see 
that the performances of APP are better than those 
of other five methods in terms of F-measure, 
ROUGE-1 and ROUGE-2. 

We also compare APP with other five methods in 
Table 3. In order to show the improvements of APP 
with other five methods, we use relative 
improvement as: 𝑜𝑜𝐶𝐶𝐶𝐶  𝑚𝑚𝐶𝐶𝑡𝑡 ℎ𝑜𝑜𝑑𝑑−𝑜𝑜𝑡𝑡ℎ𝐶𝐶𝐶𝐶  𝑚𝑚𝐶𝐶𝑡𝑡 ℎ𝑜𝑜𝑑𝑑𝐶𝐶

other methods
× 100 . 

The positive sign (+) stands for improvement, and 
the negative sign (-) stands for the opposite. 
Specifically, the performance of APP is around 12% 
better in terms of the F-measure, around 11% better 
in terms of the ROUGE-1 and around 24% better in 
terms of the ROUGE-2 than other algorithms. 

 
Table 3. Comparison of Summarization performance. 

Datasets Metrics CRF Manifold 
Ranking NetSum QCS SVM 

DUC01 
F-measure (+)8.21% (+)15.79% (+)6.8% (+)13.62% (+)12.51% 
ROUGE-1 (+)9.88% (+)16.69% (+)8.2% (+)14.07% (+)15.64% 
ROUGE-2 (+)13.41% (+)22.5% (+)19.98% (+)8.54% (+)17.83% 

DUC02 
F-measure (+)8.43% (+)18.98% (+)8.07% (+)18.44% (+)15.6% 
ROUGE-1 (+)9.62% (+)14.43% (+)6.83% (+)8.16% (+)11.16% 
ROUGE-2 (+)30.86% (+)35.14% (+)26.43% (+)34.90% (+)32.42% 

 
Table 4. Summarization Result of APP using NGD, Cosine and Euclidean measures. 

Datasets Measures F-measure ROUGE-1 ROUGE-2 
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DUC01 

NGD 0.50213 0.50021 0.20034 
Cosine 0.49254 0.48722 0.19267 

Euclidean 0.46228 0.45714 0.17228 
Improvement (Cosine) (+)1.95% (+)2.67% (+)3.98% 

Improvement (Euclidean) (+)8.62% (+)9.42% (+)16.29% 

DUC02 

NGD 0.49882 0.48673 0.14228 
Cosine 0.48439 0.47539 0.13529 

Euclidean 0.46211 0.45558 0.11285 
Improvement (Cosine) (+)2.98% (+)2.39% (+)5.17% 

Improvement (Euclidean) (+)7.94% (+)6.84% (+)26.08% 
In Table 4, we compare the performances of APP 

using different similarity measures (Cosine, 
Euclidean, and NGD) to test the effectiveness of the 
NGD-based dissimilarity measure. Consequently, 
APP with NGD performs better than Cosine and 
Euclidean measures. 

 
 

4 Conclusions 
In this paper, an ensemble method based on APP for 
sentence clustering is used in order to improve the 
performance of summarization. Almost all 
stochastic optimization algorithms for solving 
clustering problems suffer from low accuracy and 
premature convergence. GA has a global search 
ability to determine a global optimal solution, but its 
local search ability is relatively weak. On the 
contrary, PSO’s local search ability is better when 
compared to GA. Thus, we take advantage of the 
search abilities of both these algorithms and 
combine GA and PSO to overcome the premature 
convergence problem. This App is compared to 
several existing summarization methods on the open 
DUC01 and DUC01 datasets. Since the 
conventional document similarity measures are not 
suitable for computing similarity between sentences, 
a normalized Google distance is used. We tested 
them with various methods (five summarization 
methods) and various datasets (DUC01 containing 
147 and DUC02 containing 567) to prove their 
performances further. Consequently, APP showed 
higher summarization performances than other 
methods. 
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