Spectral-Based Semi-automatic Segmentation of Video Object Using Constraint Estimation
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Abstract: Motion vector is acquired by calculating the conclusive dissimilarity of blocks in the current frame and search block on next frames. Block Matching Algorithm (BMA) is employed to obtain the motion vector value. The result is added to pixel coordinates in current frame correlated with user constraints. Next, the object segmentation process is performed by matting techniques, after constraint scribble automatically occupies the next frame. However, matte extraction reveals a high error rate value after evaluation of segmentation results, caused by motion vector calculation which is as the driving of constraint parameter conducted in entire block. As result, position of pixel scribble is extending and far from object expected when motion vector value is applied. To solve the problem, calculation of motion vector performance is only on the block directly correlated to pixels scribble. This research presents an approach estimating constraint on semi-automatic segmentation of video object and the aims is to estimate the constraint in driving position of pixels scribble, where in the object extraction in a single frame is done with image matting, while the temporal domain motion estimation algorithm performed by Exhaustive Search of the BMA, but it is not robust algorithms for motion estimation on the label (scribble). Thus, in this study improved with the ES algorithms are developing and applying adaptive block SAD (Sum of Absolute Difference) to determine the distance vector. At final, the motion vector value is used to move the label from current frame to next frame. The result reveals accuracy improvement of 71.19%.
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1 Introduction
Multimedia technologies for storage media such as CD/DVD and video streaming disseminated by internet become very popular. For this reason, the demand of multimedia technology, particularly to video coding is increasing dramatically. Previously, the video coding standard defined by H.264/MPEG-4 AVC [1] technologies has been widespread on the HD (High Definition) TV signal which is transmitted by fixed line (such as cable or fiber optic), satellite, and terrestrial transmission. In addition, the H.264/MPEG-4 AVC standard also give contribution in multimedia and network application such as video editing, streaming in mobile network, security, etc.

However, the rapid popularity of high quality videos well as the advent of higher resolution technology (4kx2k or 8k x 4k) encourage demand of video coding which is more efficient than the performance of H.264/MPEG-4 AVC standard [2][3]. Increased use of mobile-based applications and tablet PCs as well as transmission needs to services video on demand is a challenge on the networking field. Moreover, the demand for services on the high-resolution video is attended by multi stereo camera. The display is also increasing rapidly, so that the standard H.264/MPEG-4 AVC is insufficient to meet the user needs.

Recently, video coding standards defined by High Efficiency Video Coding (HEVC) offers high technology of video compression allowing the development of new various types of content-based applications which are focused on two main keys; resolution enhancement and increased use of parallel processing architecture [3][4]. Before, the MPEG-4 AVC / H.264 standard using the macro block (MB) as the unit of fundamental process with the size 16x16. However HEVC can support larger sizes of the basic processing unit, starting from 8x8 up to 64x64 in size. Application of single instruction multiple data (SIMD) [5] on HEVC is proven to improve the time efficiency up to 80%. Whilst the use of wave-front parallel processing (WPP) [6] for HEVC encoder and decoder has reached parallel speeds up to factor 3.

To achieve more function and benefits, it is required video processing based on object. The process is significant in computer vision applications for example feature extraction, object extraction, object annotation etc. Unfortunately, ill-
posed problem [7] becomes the biggest issue in the extracting objects process in video sequences since semantic information is implicitly provided in the video data. Thus, it is only the human vision which is aware the semantic information in the video object. In other cases, manual segmentation in which a semantic object defined manually by human assistance performs the addition of special effects on film production, frequently by considering the video context. This causes ineffective processing procedures so that it cannot be applied in a video having a large data.

In the last decades, video object segmentation researches have been performed. In general, the algorithms applied in the study are divided into two types, semi-automatic segmentation [8][9][10] and automatic segmentation [11][12][13]. In automatic segmentation, specific information such as texture, movement and color used as primary characteristic of the scene [7]. It has also a difficulty for automatic separating object in its method since it has no semantic information. Therefore, the today research has no guarantee of satisfaction for the results of the automated semantic segmentation [10].

From the statement above, it is clear that semi-automatic segmentation methods become the problem solution for manual and automatic segmentation. Semi-automatic method involves user interaction providing semantic information in the form of scribbles in the initial stages of the segmentation process, for segmented object in accordance to the users’ wishes. It is performed for creating "key frame", which is applied as a reference for the extraction process in the next frames. In the creation of key frames, user intervention is directly performed, necessarily to provide a constraint as initialization in the segmentation process. In this paper, the constraints are defined in the form of scribbles (i.e. white represents the foreground and black for the background). Furthermore, matting approach is applied in the object separation process [14][15][8].

The segmentation process in next frames follows the temporal transformation mechanism after the creation of key frames. It assumes that the movement of the object is coherence so that the movement occurring between the current and next frames is smooth and not abrupt. Therefore, the motion estimation approach is applied to estimate the movement and determine the motion vector which is describing a 2D transformation from one frame to another. The Block Matching Algorithm (BMA) is used to estimate the motion vector in which the results are applied to estimate the motion among frames (the value of motion vectors to drive the scribbles from one frame to another).

In this paper, one of approaches in block matching is used to estimate the motion vector [16][17][18], which is exhaustive or full search. However, when the value of the motion vector was used to move constraint, the scribble pixels visible spread out and away from the object. Thus, the scribble is uncorrelated with the pixels on the desired object. Consequently, the extraction is declined significantly. It occurs because the motion vector value of each block may be dissimilar, so that, when it is added to coordinate’s pixels constraint on current frame, the scribble will spread on next frame. We assume that the accuracy of the constraint movement is only affected by a block which correlates to the scribble. Therefore, the motion vector prediction is conducted on the block which correlates to scribble only. The size of predicted block between 1 - ∞, and the absolute difference is used as a cost function to get the motion vector. By applying this algorithm, the results are proven to have a significant improvement for the extraction quality.

This paper defines the writing structure as follows: section 2 explains the previous study which becomes the reference of a system manufacture and also describes the process of how features are constructed. Section 3 describes the framework of the segmentation process. The detailed discussion as well as evaluation of development as explained in section 4. And last section illustrates the conclusion of this study and the plan of future studies.

2 Related Work

Most of existing study for the stages of video object segmentation was consisted by extracting object on spatial-domain and tracking object on the temporal domain (patio-temporal) [19]. In several approaches for object extraction, they were applying matting techniques with tramp images [20][21][22] as companion input. Tri map was used as a label on each pixel representing of foreground, background and unknown. It was intended to solve the problems of unknown pixels as in the composition equation (1). Furthermore, the separation of the object in next frames was possible to be performed by applying an automatic tracking since the correlation of two frames in the video sequence was visually resembled. This can be solved by applying motion estimation in which the movement direction of the object could be calculated by block matching [16][17][18]. It is inaccurate when the block matching calculation for driving the vector with exhaustive search [16] was applied to drive scribble
from current frame to next frame. Thus, the scribble movement with exhaustive search was performed by creating blocks around its area [23]. To simplify the computation complexity, estimation process was performed in color room of HSV (Hue, Saturation and Value).

2.1 Matte Extraction

The alpha channel was mathematically introduced by Porter and Duff [24] which was firstly applied to produce the linear interpolation between the object and background colors in the image. Generally, in the matting algorithm [14][15][8], it was assumed that each pixel $I_i$ was linear combination between the foreground $F_i$ and background colors $B_i$ denoted as follows.

$$I_i = \alpha_i F_i + (1 - \alpha_i) B_i$$

with $0 \leq \alpha \leq 1$ (1)

Furthermore, it assumed that every pixel was a convex combination of the $K$ layer of the image $F^1, …, F^K$ represented as:

$$I_i = \sum_{k=1}^{K} \alpha_i^k F_i^k$$

(2)

For the matte extraction [14], user-constraints in matte were supplied by the scribble-based GUI or trimap. Herein, the user was using the foreground pencil (white scribble) showing the pixel foreground represented by $\alpha = 1$, while the background pencil (black scribble) was indicating the background pixels defined by $\alpha = 0$. Matte extraction matching to the user constraints was resolved by:

$$\alpha = \arg \min \alpha^T L \alpha + \lambda(\alpha^T - b_s^T)D_s(\alpha - b_s)$$

(3)

Where $L$ is the matrix of size $N \times N$, $\lambda$ is some of the large numbers, and $D_s$ is a diagonal matrix in which diagonal elements are worth one for the pixel constraints and zero for the other pixels. Where, $b_s$ is a vector comprising an alpha value which are specifically used for the pixel constraints and zero for the other pixels. Above, in the quadratic cost function in the alpha, the global minimum was found by differentiating in equation (3) and arranging derivatives up to zero by completing the following sparse linear systems that is:

$$(L + \lambda D_s) \alpha = \lambda b_s$$

(4)

2.2 Block Matching

Temporal domain was the concern in this study since the pixels movements in video sequences affected the segmentation results on next frames. In order to extract the object on next frames, it assumed that matting technique should be conducted (such as extraction process on the "key frame"), so that the quality of the extracted object in next frames was strongly influenced by the constraint movement.

It was assumed that the movement of the object in two sequential frames was possible to be predicted by applying the motion estimation and was calculated by applying the motion vector. At this point, the motion vector computation was performed by BMA [16]. It drew the reason that a formation pattern of object relationships in next frames occurred between the object and the background of current frame of video sequences. Block-matching in the current frame was assumed to be a matrix, divided into a number of 'macro blocks' which was, later on, compared to ‘search block’ of the previous frame.

![Fig. 1 Block matching structure](image-url)
The invention process, a "macro block" having the highest similarity to the "search block" was conducted by applying tracking matrix from left to right and from top to bottom. The constraint was given to the search block to 'p' pixels here in after referred to as search parameters for achieving an optimal search. The large value of 'p' in computation was most expensive in process of motion estimation.

Macro block was completed in squares measuring 8 x 8 pixels on each side, while the search boundary coordinates (left, right, top and bottom) was represented by search parameter 'p' size of 7 pixels [16] (illustrated in fig. 1). The process of matching blocks was conducted separately, based on the result of cost function. In this experiment, exhaustive search algorithm was applied to obtain a motion vector by performing block matching process on the entire frames. The movement direction was following the motion vector obtained from the matching blocks between the macro and search block, whereby the highest Peak Signal Noise to Ratio (PSNR) value was considered as blocks having similarity to the other blocks. Thus, the movement direction in these conditions was considered as the motion vectors value. PSNR denoted as follows:

\[ PSNR = 10 \log_{10} \left( \frac{(P)^2}{MSE} \right) \]  

With \( P \) is the highest pixel value of the processed frame, in which

\[ MSE = \frac{1}{B^2} \sum_{i=0}^{B-1} \sum_{j=0}^{B-1} (CF_{ij} - RF_{ij})^2 \]  

(6)

Whereby \( B \) is the block size, \( CF_{ij} \) and \( RF_{ij} \) (\( CF_{ij} \) = current frame, \( RF_{ij} \) = reference frame) is the block compared.

### 3 Video Object Segmentation System

In this section, we describe framework of a semi-automatic video object segmentation depicted in Fig. 2. In the semi-automatic segmentation, user constraint is required as initialization to define the area that represents the foreground and background areas. Scribble image is a user constraint in the form scrawl of the hand (white color to define the foreground area, and black to define the background area).

Since it is closely related to the pixels, the placement of scribble deeply affects the quality of the separated objects. Meanwhile, in the video data, it may not probably be scribble given by the user in all frames (in video sequences, the frame is a still image). We assume that the provision of scribble on the next image \( (S_{i+1}) \) can be performed automatically by predicting the distance of vector between the current image \( (I_i) \) and the next image \( (I_{i+1}) \), so that the result value of motion vector calculation can be applied to move the scribble.
position from \((S_i)\) to \((S_{i+1})\). Furthermore, the object segmentation process on the next image \((I_{i+1})\) is conducted by matting techniques.

**Figure 3. Matting technique flow chart**

4 Experiment and Evaluation

4.1 Motion Vector Prediction

The results of the extraction on the next frame were highly dependent on a scribble which should be placed. However, when the scene moving from current frame into next frame, there some pixel value which were moved. This caused an effect that the scribble was not associated with the expected pixels, so the quality of matte was also decreased (illustration in Fig 3). To solve this problem, we estimated the motion vector value in addition to the result attached at the coordinate’s position of earlier frame object.

In this experiment, reference frame is divided into block of size 8x8 pixels (called macro blocks). In order to find the minimum value, equation (6) is conducted by iteration ranging from ‘p-7’ up to ‘p + 7’, from left to right and from top to bottom. The cost function computed block matching process concerning the macro block and the search block (5), and applying the highest PSNR value as the value of motion vector. New scribble in the next frame was acquired by adding the value of the motion vector at the position coordinates of pixels which had value 0 or 1 of the previous frame denoted as follows:

\[
CF(i + J_{mx}, j + J_{my}) = PF(i, j, D)
\]

With \(J_{mx} = (0,...,MV_x)\) And \(J_{my} = (0,...,MV_y)\) \((7)\)

Wherein \(i,j\) the coordinate position of frame is, \(D\) is the color channel, \(CF\) is the current frame, \(PF\) is the previous frame, \(MV_x\), \(MV_y\) and is the motion vector value.

From the 100 frames tried, key frames were refreshed in a few scenes consistently. We performed the evaluation process over matte extraction results in each frame by estimating value of absolute difference between matte extracted with ground truth \((9)\).

Block calculation performed in the entire frame became the weakness of this algorithm, since the value of motion vector in adjacent block was likely different. When the motion vector value was added, scribble position of the current frame would overlap on the next frame. For this reason, we assume that the extraction quality of temporal segment was only affected by a block of pixels which correlated to the scribble. Therefore, the motion estimation was only conducted in areas predicted to be moving, in order to increase the accuracy of object movement and to decrease the cost of computing. It assumed that every scribble defined by the user was an area representing the object movement, so that the motion vector was calculated only on that area by using cost function as follow.

![Fig. 3 Illustration of: (a) suitable constraint, (b) error constraint](image)
Fig. 4 Error value of Artem video dataset

\[ f(u,v) = \sum_{u} \left( CF(x+u,y+x) - PF(x+u,y+x) \right) \] (8)

Whereby \( u,v \) is motion vector, \( w \) is the weight of value \( 1 \) up to \( \infty \), and \( x,y \) is the coordinate position of pixel. In this way proved that the accuracy of the matte extraction increased significantly (see table 1).

4.2 Matting

In the next frame, we executed the object segmentation by applying matting techniques. The extraction process was applying the input image (Fig. 8) as well as scribble image (Fig. 8b. input image with user scribble as a constraint) as companion.

The users used type of brushes to determine constraint on the area which contained the mixed pixels. Black scribble indicated the background pixels (\( \alpha = 0 \)) and white scribble indicated the foreground pixels (\( \alpha = 1 \)) (as illustrated in Fig. 8b). Simple constraint explicitly could be applied to determine the value of \( F \) and \( B \) which were correlated to the scribble, so the constraint on \( \alpha \) could be calculated directly from equation (1). In extracting alpha matte which appropriate to user constraints, it could be solved by equation (3). Equation (3), made it possible to global minimum value found which was different. In order to arrange a derivative up to zero, it was conducted by following an equation based on sparse linear system (4).

Fig. 5 Error value of Alex video dataset

In order to evaluate the extraction quality, we calculated the value of distinction between the matte extractions produced by system (shown in Fig. 8d) with matte reference (obtained from video matting dataset as described in Fig. 8c) in the following formula:

\[ error = \frac{\text{abs}(MR - ME)^2}{M \times N} \] (9)

With \( MR \) is the matte reference, \( ME \) is matte extraction results of an algorithm suggested. Whilst \( M \times N \) is the image size.

4.3 Evaluation

In our experiments, we evaluated the proposed algorithm applied on the video matting dataset: Artem, Alex, Vitaly, and Dmitri in 100 frames for each. The Dataset is a frame video as data input and ground truth as reference data to calculate the accuracy level of segmentation results. In order to determine the scribble direction; we predicted the motion vector on the next frame, whereas the object segmentation was conducted by matting techniques.

Fig. 6 Error value of Vitaly video dataset
constraint movement estimation was performed by motion vector prediction. A block matching algorithm was used [16] and for the comparison, we applied in difference absolute as a cost function (8). Results of the comparison were calculated by the equation (9), including min error, max error, and mean error. By applying our approach, the average error was decreasing by 56.84%.

Fig. 7 Error value of Dimitry video dataset

Fig. 8 Matte extraction process (a) Frame input, (b) scribble/label, (c) matte reference, (d) extraction result

The same evaluation was also performed on the "Alex", "Vitally", and "Dmitriy". For the test sequences "Alex" having the characteristics of rotating objects and a simple move (left and right) as well as the background move. It was resulted in an error decrease about 23.47%. As for the test sequences "Vitally" which had a rotating feature object and the parts of background having similar color to the object which produce an average error decrease of 60.05%. Finally, the test sequences “Dmitiriy” which had a feature object rotates and the camera moving produced an average error decline up to 71.19% (described in Table. 1).

The experiment result in Table 1 showed that the algorithm suggested was able to improve the accuracy (lower down the pixel error level of segmentation result) compared to Exhaustive Search in Block Matching Algorithm [16] in the effort to drive scribble from video matting dataset in RGB space.

5 Conclusion and Future Plan

In this paper, we proposed a semi-automatic video object segmentation using constraint estimation. First, the pixels constraint was defined by providing a scribble on the area representing object and background. Since the constraint moves from the current frame to the next frame, the pixels constraint direction estimation is calculated by predicting the motion vector value. Initially, we applied BMA to estimate value of the motion vector. However, since the calculation of block matching performed in entire block, the value of motion vector in adjacent blocks had different values. As result, when the motion vector value is used as parameter to drive the constraint, pixels scribble on next frame were spread out and away from the object targeted, so it was dramatically declined the quality of the object segmented.

To solve this problem, we calculated the value of motion vector in block correlated to pixels constraint only. Motion vector calculation was conducted by an absolute difference, i.e. by comparing the block in the current frame and the search block on the next frame (by iteration ranging from 'p-7' up to 'p + 7', from left to right and from top to bottom). The smallest value of absolute difference was considered to be the motion vector values and results were applied to drive the constraint. This algorithm was applied to the test sequences of: Artem, Alex, Vitally and Dmitry in our experiments. After the evaluation, this approach indicated the error decrease up to 71.19% in the implementation process of dataset having similar scene.

Even though the proposed algorithm was proven for its function to improve the accuracy, pixels constraint on some final frames, before they were refreshed, were seemed spread out and far from the object. Therefore, future work is aimed to incorporate the Self Organized Map (SOM) method to increase the robustness of the algorithm which developed. In addition to the deployment of pixels constraint problems, experiment on a dataset having a different scene in video sequence became assignment in the next study.
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