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Abstract: - In recent times, due to the rapid usage of World Wide Web, websites are the information provider to 
the Internet users. Storing and retrieving the information from the web is always a challenging task. Web 
mining, the term is defined as extract needed information to the users from the Web. Here, the information 
provided by the Web is not only the exact information of user needs but also suggest the information associated 
to the exact one. Web mining is classified into three sub tasks such as, Web Content, Web Structure and Web 
Usage Mining. This paper, introduces the applications and the mining process of data mining tool (open source) 
Rapidminer. Here, the proposed work analyzes the usage of web pages (i.e. Browsing behavior of user) using 
two different clustering algorithms such as k-means, which is incorporated in the tool and Fuzzy c means 
(FCM) clustering using RapidMiner. The results will show operational background of FCM clustering and k-
means clustering algorithm based on the cluster centroid. 
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1 Introduction 
Data mining or “Knowledge Discovery in 
Databases” is defined as extracting the user’s 
needed and useful information from the massive 
dataset. Massive dataset has its own challenge of 
storing, processing and capturing of data from the 
dataset. Due to the huge information flow through 
the Internet, people search and collect the required 
information from the Internet. Web mining carries 
out the search by not only providing the exact 
information but also the related information to the 
appropriate word set search by the user. People can 
access the massive amount of shared information 
through the Internet. Web is the only source for 
providing information to the users via hyperlinks. 
Web content mining, Web structure mining and 
Web usage mining are the types of web mining 
[1].Web Content Mining is the process of extracting 
information (i.e. Text, Audio, Video, Image, etc…) 
based on the keyword given by the user. 
Information Retrieval (IR) and Natural Language 
Processing (NLP) are the technologies used in web 
content mining. 
The extraction of information from the web based 
on the relationship and structure of the web pages is 
referred as web structure mining. Web usage mining 
is the process of applying Data Mining techniques to 
the discovery of usage patterns from the web data, 
targeted towards various applications. The following 

Figure 1 shows the structure of web mining (i.e.,) it 
describes the types of web mining. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Structure of Web Mining 
 
Web Usage Mining is one of the techniques which 
play an important role in the personalization of web 
pages. To perform the analysis of web access 
information, first the web usage dataset is collected 
from the internet and pre processing the dataset like 
filtering, noise removal, etc., For the collection of 
web usage dataset, the web usage data’s were 
gathered from different levels such as Server level, 
Client level and Proxy level and also from different 
resources through the web browsers and web server 
interaction using the HTTP protocol (Hyper Text 
Transfer Protocol) [2]. The request information sent 
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by the user via protocol to the web server which is 
recorded in one file named as log file. 
 
 
 
 
 
 

Figure 2: Single Web Server Log entry 
 
The structure of web server log file is given in 
Figure 2 which describes the single log file entry in 
the web server. It has, 

• 131.112.168.40 (%h): denotes the IP 
Address of the client that sends request to 
Server. 

• (%l): “hyphen” indicates the remote log 
name of the user. 

• (%u): “hyphen” indicates the user id of the 
user sending request. 

• [01/Jul/1995:01:32:26 -0400] (%t): 
indicates the date and time which the 
request was received. It is in the format of 
[Date/Month/Year: hour: minute: second 
zone] 

• "GET/images/NASA-logosmall.gif 
HTTP/1.0"(\"%r\"): denotes requested line 
sent by the client in double quotes. 

• 200 (%>s): indicates the status code send by 
the server to client. 

• 786 (%b): the last part that denotes the 
object size returned to the client. 

There are two kinds of log file format namely 
Common Log format (CLF) and Extended Common 
Log Format (ECLF) [2]. 
1.1 Data Collection 
Data collection is defined as the collection of 
web access log information which is carried out 
from Server side, Client side and Proxy server side 
[3]. 
1.1.1 Server side collection 
The Data collection from the server side, the log file 
contains all the information of request made by the 
client’s. Normally web log files are plain text and it 
is independent from the server. The common log file 
format [3] is given as follows, 

“IPAddress Username Password date & 
timestamp URL version Status-code Bytes send” 
In the extended common log file format, the server 
has the information like referred pages and user 
agent. Referred pages have the details of referral 
link to reach the URL and the user agent which 
describes the version of the browser software used 
for searching the information. 

1.1.2 Client side collection 
In the client side collection, the browsing behaviour 
of the users is recorded by the web browsers. For 
collecting the history of the user behaviour, remote 
agents were implemented with Java or JavaScript. It 
is considered as more reliable than server side 
collection because it overcomes both the caching 
and session identification problems [4]. 
1.1.3 Proxy Server side collection 
Web usage data is collected from the proxy server 
which acts as an intermediate server between the 
web browser and web server. Here, the web access 
log file details are same as server side collection’s 
log file. Additionally, it records the information as 
request sent by the browser and response from the 
web server [3]. Proxy caching is used to reduce the 
loading time and network traffic load at server side 
as well as in client side. 
1.1.4 Cookies 
A cookie is a unique ID generated by the web server 
that is copied as a small file on client machine; 
server also records it for identifying the client later. 
Whenever the same client access the same website 
again from same machine, the browser reads that 
Unique ID and send it to the server. Thus, the web 
server can easily identify its user with the help of 
Unique ID (Cookie) that was assigned to the user 
(client) during the last time visit [4]. 
1.2 Pre-Processing 
After the web usage dataset collection, perform pre 
processing on the dataset. Because, the data 
collected from the web is normally diverse, 
heterogeneous and unstructured. Therefore, it is 
necessary to do the pre-processing like filtering 
unnecessary and irrelevant data, predicting and 
filling the missing values, removing noise, resolving 
inconsistence before applying the algorithm [4]. 
Data pre-processing consists of the following 
processes such as, Data cleaning, User 
identification, Session identification and Path 
completion [3] is shown in the Figure 3.Web Usage 
Pre-processing is a difficult task due to the 
incompleteness of the available data.  
1.2.1 Data Cleaning 
Data cleaning is the process of removing unwanted 
data from the Web log files such as the gif, jpeg, 
video, audio, css etc., Also it has the HTTP status 
code which is less than 200 and greater than 400.To 
remove the irrelevant data and noise from the log 
file, the following steps are carried out. 
1. Start 
2. Open the log file 
3. Split the log file 

a. Use space as the delimiter to separate the 
line component 

131.112.168.40 - - [01/Jul/1995:01:32:26 -
0400] "GET /images/NASA-logosmall.gif 

HTTP/1.0" 200 786 

WSEAS TRANSACTIONS on COMPUTERS M. Santhanakumar, C. Christopher Columbus

E-ISSN: 2224-2872 456 Volume 14, 2015



b. Separate fields like IP, Access time, date, 
method, referrer, agent, URL. Remove open 
and closed brackets in the time field 

c. From the referred field, remove “ ”       
4. Close the file 
5. Remove the irrelevant data such as .jpg, .gif, 

.css, .wav, .png, etc., from the log files what 
doesn't need for analysis. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3: Pre-processing 

 
1.2.2 User Identification 
The new user can be identified based on the IP 
address assigned and the Web agent used by the 
user. Unfortunately, if both are same, the new user 
can be identified based on the referral pages what 
they used for searching the information [5]. User’s 
requests may not be directed towards prescribed 
Web pages. Sometimes it may refer some reference 
pages to reach the target page. Figure 4 shows the 
user access details of the web access log file. 
1.2.3 Session Identification 
To find the number of sessions based on the login 
and the logout time of the user access, session 
identification is used which finds the various user 
sessions from the Web access log file [6]. It also 
finds the number of pages visited by the user in a 
single session. 
1.2.4 Path Completion 
It is the process of identifying the reference visited 
to access the Web page [3]. This helps to find 
whether the web pages are directly accessed or 
accessed through any reference pages. At stated 
earlier not the entire request can access the 
corresponding Web page directly. Path completion, 
which helps to acquire the complete user access 
path. The uncompleted access path of every user 

session which is recognized based on the user 
session identification [7]. 
The pre-processing helps to remove the unwanted 
click-streams of user from the log file and also it 
reduces the original log file by 40-50% [7]. Initially 
the input dataset contains more than 10,48,576 
entries in the log file. After preprocessing, the data 
entries are reduced to less than 10,000. Table 1 
gives the details of the data (i.e.,) after removing the 
unwanted data from the Web log file. It shows the 
result of log file after preprocessing was carried out. 
This paper gives the detailed performance analysis 
of two centroid based clustering algorithms, such as 
K-means and FCM. For performance analysis, these 
two clustering algorithms are applied onto the pre-
processed dataset. Remaining section of this work is 
structured as follows: Section 2 describes related 
works of Web Usage Mining using RapidMiner tool 
and Section 3 gives the details about the tool 
RapidMiner. In Section 4, the different similarity 
measures such as User similarity and Session 
similarity are discussed. Section 5 and 6 illustrates 
the K-means and FCM clustering algorithms. In 
section 7, results and discussion are described. 
Section 8 describes the conclusion and future work. 
2 Related Works 
Web Usage Mining is one of the mining techniques 
used for effective personalization of Web Pages. 
There are number of machine learning methods 
available, such as classification, clustering etc... to 
analyze and personalize the web usage data. Before 
applying these machine learning methods, the data 
should undergone the preprocessing methods like 
Data Cleaning, User Identification, Session 
Identification and Path completion [3], [5] - [7] to 
improve the quality of Input file. However, 
Attribute Identification, Attribute Selection and 
Outlier Detection are some other preprocessing 
techniques can be applied by [8] using the 
RapidMiner tool. After preprocessing there are two 
types of similarities (i.e. User Similarity, Session 
Similarity) can be calculated [9] - [10]. Based on 
these two similarities, Web Usage data are clustered 
using k-means clustering [11] and FCM clustering        
[12] - [13] algorithms. Here, the process of web 
mining is carried out using by RapidMiner tool. 
Similarly, the RapidMiner tool is used for E-
commerce Client – Server Architecture [14] and 
Distributed computer framework [15]. In ref. [16], 
the RapidMiner and Weka tools are analyzed for the 
usage of Educational data mining system. In [17], a 
methodology for student management system based 
on the attributes such as status, sex, nationality, 
etc... are analyzed using RapidMiner tool.  
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Kalpesh Adhatrao et.al. applied ID3 (Iterative 
Dichotomiser 3) in RapidMiner to generate Decision 
trees and C4.5 Classification algorithm on students 
dataset, to calculate the individual performance of 
students [18]. In [19], frequent visit of user visits 
into the websites are analyzed using Association 
rule mining (FP-Growth) which is associated with 
RapidMiner tool. Hilda Kosorus et.al. compared the 
functionalities of R, Weka and RapidMiner tool on 
to the dataset sensor data for structural health 
monitoring [20]. 
3 Rapidminer Tool 
Recently, there are number of Data mining, 
statistical computing tools are developed and 
applied successfully on various data to analyze and 
monitoring the process of it [20]. RapidMiner 
project was started in 2001 by Ralf Klinkenberg, 
Ingo Mierswa, and Simon Fischer at the Artificial 
Intelligence Group of Katharina Morik at the 
Dortmund University of Technology [1]. 
RapidMiner is one of the Data mining tools used to 
analyze the web accessed information. It is used for 
research, education, rapid prototyping, application 
development, and industrial applications [21]. It is 
an Open Source licensed application, which 
includes data cleaning, data transformation, 
optimization, validation and visualization. The 
visualization contains viewing the analyzed data in 
the form of scatter plot, Bar, Pie chart, etc… It also 
includes the various clustering and classification 
algorithms to do the analytical process. One of the 
main feature of this tool that, it will analyze data 
without any program coding, however if anybody 
wants to analyze the data with their own coding then 
it can also included in the tool. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Different types of datasets can be imported in the 
RapidMiner tool such as, excel, csv, xml, arff, 
access etc… Since 2007, RapidMiner has been 
heavily extended and become one of the most 
important data mining and data analysis tool [1].  
For this analysis process the access log file is 
collected from the Internet in the time period of    
01-07-1995 to 28-07-1995. Following Table 2 gives 
the details of user’s access information of that log 
file.  
From Table 2 there are 10,939 failed requests are 
recorded. Table 3 denotes the error types of requests 
made by the user. Figure 5 shows the proposed 
architecture of this work. 
4 Similarity Measures 
Similarity measures are to be performed previously 
inorder to solve the pattern reorganization problem  
such as Clustering, Classification and Information 
retrieval process. The term “Similarity / Distance 
measure” is defined as the distance between the pair 
of objects. It is applicable to compare two 
probability density functions which are then 
reviewed and categorized in both semantic and 
syntactic relationships [22]. 
There are number of distance measures proposed 
and applied, such as Cosine similarity, Dice 
Similarity, Jaccard Similarity, Euclidean Distance, 
Manhattan Distance etc… Sometimes similarity is 
often attained in terms of dissimilarity or distance 
[23]. From the similarity measures, a tiny distance 
between objects are referred as high degree of 
similarity data and bulky distance refers to low 
degree of similarity data. 
 
 

Table 1: Log file after pre-processing 
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Table 2: Web access log file details 
 

Hits 
Total Hits 1,886,571 
Visitor Hits 1,886,571 
Spider Hits 0 
Average Hits per Day 67,377 
Average Hits per Visitor 11.63 
Cached Requests 132,360 
Failed Requests 10,939 
Page Views 
Total Page Views 611,295 
Average Page Views per Day 21,831 
Average Page Views per Visitor 3.77 
Visitors 
Total Visitors 162,264 
Average Visitors per Day 5,795 
Total Unique IPs 81,758 
Bandwidth 
Total Bandwidth 35.93 GB 
Visitor Bandwidth 35.93 GB 
Spider Bandwidth 0 B 
Average Bandwidth per Day 1.28 GB 
Average Bandwidth per Hit 19.97 KB 
Average Bandwidth per Visitor  

 
In our proposed work, the similarities are measured 
based on the following criteria such as User 
similarity measurement, Session similarity 
measurement.  
 

Table 3: Error types 
 

S.No Error Hits 
1 404 Not Found 10,805 
2 500 Internal Server Error 62 
3 403 Forbidden 53 
4 501 Not Implemented 14 
5 400 Bad Request 5 

Total 10,939 
 
4.1 User Similarity Measurement 
Computing and Comparing of user profiles are very 
essential task to be performed for personalizing web 
pages [9]. User similarity is the process of 

identifying the similar access of the Web pages done 
by the different users. As mentioned earlier the new 
user can be identified based on the IP address and 
the agent, what the users used for accessing the Web 
pages. Here the user similarity measure is calculated 
between the users and the web pages visited by 
them based on the mixed Euclidean distance. Mixed 
Euclidean distance can be calculated by the 
following equation 
 
               (𝑛𝑛)(𝑛𝑛 − 1)/2                                      (1)  
 
Figure 6 shows the user similarity measurement of 
the web access log file given as an input. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5: Proposed Work Architecture 
 
4.2 Session Similarity Measurement 
The web access log data contains the details of 
every request of the server, and the sequence of 
sessions [10]. Session similarity is defined as the 
similar search done by the user between two web 
sessions. Consider n number of sessions 𝑆𝑆 =
�𝑠𝑠1,𝑠𝑠2,……𝑠𝑠𝑛𝑛� accessed the m number of Web pages 
𝑃𝑃 = �𝑝𝑝1,𝑝𝑝2…𝑝𝑝𝑚𝑚� during the period of time. In this 
section we are going to find out the similarity of 
web pages accessed by the user during n number of 
Sessions. Figure 7 shows the session similarity 
measurement of a Web access log file. The requests 
made by the user not always directly reach the exact 
page. Sometimes, it refers some other pages (i.e. 
referral pages) to reach the target page. 
HTTP referrer pages are the header files used to 
identify the address of the webpage or link to the 
resource being requested [24].  
Normally, the referral pages are used for statistical 
and promotional purpose. The following figure 8  
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shows the number of referral pages used to access 
the Web page. 
5 K-Means Clustering 
Clustering is concerned with grouping objects 
together that are similar to each other and dissimilar 
to the objects belonging to other clusters. There are 
many clustering algorithms such as k-means, k-
medians, DBSCAN, Hierarchical clustering and X-
means are available to do the clustering process.  To 
analyze the web access log by any algorithm it must 
be preprocessed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
After finding the User similarity and Session 
similarity the clustering algorithm will be apply on  
to the data. Clustering the data is carried out based 
on the similar search made by the User. Here using 
k-means algorithm to group the data based on the 
similarity search done by the user. k-means 
clustering is an exclusive clustering algorithm i.e. 
each object is assigned to precisely one of a set of 
cluster. Objects in one cluster are similar to each 
other. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 6: User Similarity Measurement 

 

 
Figure 7 Session Similarity Measurement 

 

WSEAS TRANSACTIONS on COMPUTERS M. Santhanakumar, C. Christopher Columbus

E-ISSN: 2224-2872 460 Volume 14, 2015



The similarity between objects is based on a 
measure of the distance between them. Clustering is 
concerned with grouping together objects that are 
similar to each other and dissimilar to the objects 
belonging to other clusters. Clustering is a technique 
for extracting information from unlabelled data. 
Clustering is very useful in many different scenarios 
e.g. in a marketing application, user may be 
interested in finding clusters of customers with 
similar buying behavior [11]. 
In k-means clustering, centroid (center of cluster) 
has to be find out first. The centroid is calculated 
using the Euclidean distance and it is calculated by 
equation 1. Sometimes the centroid is one of the 
points in the cluster. Then, assign the k value for 
clusters are needed to be process. Generally small 
integer value can be assigned for k value. Then 
select k objects in random manner and use this as 
the initial set of k centroids. Allocate each object to 
the cluster, which is nearest to the centroid and 
recalculate the centroids of the k clusters. Repeat 
calculating centroids until the centroid may be an 
optimal. Figure 9 shows the clustering diagram for 
the given web access log file. 
6 Fuzzy c Means Clustering 
Fuzzy c-means (FCM) is a method of clustering 
which allows one part of data belonging to two or 
more clusters. This method is developed by Dunn in 
1973 and improved by Bezdek in 1981. FCM is an 
unsupervised clustering algorithm that is applied to 
wide range of problems connected with feature of 
analysis, clustering and classifier design.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FCM is broadly applied in agricultural engineering, 
astronomy, chemistry, geology, image analysis, 
medical diagnosis [12]. The main objective of this 
FCM is to cluster n number of objects into c clusters 
[13]. This algorithm works by assigning relationship 
to each data point equivalent to each cluster centre 
on the basis of distance between the data point and 
the Cluster. More the data is close to the cluster 
centre it becomes the member of that cluster. 
Obviously, summation of relationship of each data 
point should be equal to one. 
Assume that the sample collection is X = {x

1
, x

2 
, … 

,x
n
}, 𝑥𝑥𝑖𝑖  ∈  𝑃𝑃𝑠𝑠 (where n is the number of patterns and 

s is the dimension of attributes) and the goal is to 
divide it into c group with cluster centre  
ci 

(i = 1, 2, … , c) and minimize the objective 
function, where to find the cluster centre (ci) 
 

                  𝑐𝑐𝑖𝑖 =
∑ 𝑢𝑢𝑖𝑖𝑖𝑖

𝑚𝑚 𝑥𝑥𝑖𝑖𝑛𝑛
𝑖𝑖=1
∑ 𝑢𝑢𝑖𝑖𝑖𝑖

𝑚𝑚𝑛𝑛
𝑖𝑖=1

                                          (2) 

 
The distance between two vectors are find out based 
on Euclidean Distance eij represents distance 
between the ith cluster centre and jth data point. 
 
                   𝑒𝑒𝑖𝑖𝑖𝑖 =∥ 𝑐𝑐𝑖𝑖 − 𝑥𝑥𝑖𝑖 ∥                                   (3)    
 
To find the membership matrix Uij consider the 
following 
                   𝑢𝑢𝑖𝑖𝑖𝑖 = 1

∑ �
𝑒𝑒𝑖𝑖𝑖𝑖
𝑑𝑑𝑘𝑘𝑖𝑖

�
2 (𝑚𝑚−1)⁄

𝑐𝑐
𝑘𝑘=1

                          (4) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 8: Referral Pages 
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Repeat calculating uij until getting the less 
dissimilarity values. The following equation is used 
to find the dissimilarity matrix cost function 
 
𝐽𝐽(𝑈𝑈, 𝑐𝑐1, … . , 𝑐𝑐𝑐𝑐) = ∑ 𝐽𝐽𝑖𝑖𝑐𝑐

𝑖𝑖=1 = ∑ ∑ 𝑢𝑢𝑖𝑖𝑖𝑖𝑚𝑚𝑒𝑒𝑖𝑖𝑖𝑖2𝑛𝑛
𝑖𝑖=1

𝑐𝑐
𝑖𝑖=1     (5) 

 
7 Results and Discussion 
The main objective of this work is to analyze the 
web usage data by applying machine learning 
techniques such as K-means and FCM clustering 
algorithms using RapidMiner tool. To perform the 
analysis, web access log data has been collected 
through Internet. The file contains the sequence of 
user access details. In both clustering algorithms, 
initially the cluster centre randomly chosen [13] 
based on the cluster centroid and the clustering of 
data can be evaluated. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In this work, the user’s activities are characterized 
as user similarity and session similarity. Based on 
the user and session similarities the two clusters are 
formed. The experimental results are tabulated in 
Table 4, which gives the difference between K 
means and FCM clustering algorithms. In Table 4, 
cluster 0 and cluster 1 represents the cluster centroid 
of user similarity and session similarity 
measurements, respectively. Based on Table 4 the 
graph is plotted between the datasets and cluster 
centroid achieve in both K-means and FCM 
clustering algorithm. With the help of the graph, it is 
clearly identify the working background of both K-
means and FCM clustering algorithms. 
8 Conclusion And Future Work 
In this work, the analysis of web usage data by 
applying two different clustering algorithms such as  
 

Table 4: Centroid Comparison of K-means and 
FCM 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
K-means and Fuzzy C means in web usage based 
dataset using the tool RapidMiner was performed. 
In this work, the important steps such as 
preprocessing, similarity measurement and 
clustering methods are used for improve the input 
efficiency, find out user and session similarities and 
grouping the similar data respectively. The related 
data are grouped based on the cluster centroid and 
also the experimental result shows the performances 
of both clustering algorithms. This work mainly 
spotlight on grouping the similar data based on two 
similarities such as user similarity and session 
similarity and may useful to the web users to 
achieve the better access of information through 
internet. This work can be extended by extracting 
the information based on the IP address and it may 
be give clear idea about the websites for individual 
visitors. 
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Figure 9 Performance analysis of K-means and FCM 
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