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Abstract: - Software undergoes changes at all stages of the software development process. Accepting too many changes will cause expense and delay and rejecting the changes may cause customer dissatisfaction. One of the inputs that help the software project management to decide whether to accept or reject the changes is by having a reliable estimation of the change effort. From a software development perspective, the estimation has to take into account the inconsistent states of software artifacts across project lifecycle i.e., fully developed or partially developed. This inconsistent state requires different ways of estimation such as the fully developed artifacts may have different calculation compared to the partially developed artifacts. Many change effort estimation models have been developed and one of them is using impact analysis. One main challenge of this technique from software development perspective is that this technique is specifically used for software maintenance phase in which all software artifacts have been completely developed. This research introduces a new change effort estimation model that is able to use different estimation techniques for different states of software artifacts. The outcome of this research is a new change effort estimation model for software development phase using the extended version of the static and dynamic analysis techniques from our previous works. The significant achievements of the approach are demonstrated through an extensive experimental validation using several case scenarios.
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1 Introduction

It is important to manage the changes in the software to meet the evolving needs of the customer and hence, satisfy them [1-3]. Accepting too many changes causes delay in the completion and it incurs additional cost. Rejecting the changes may cause dissatisfaction to the customers. Thus, it is important for the software project manager to make effective decisions when managing the changes during software development. One type of information that helps to make the decision is the estimation of the change effort produced by the changes. This prediction can be done by combining two most related concepts which are impact analysis and effort estimation.

On one hand, impact analysis is a process of identifying potential consequences of change, or estimating what needs to be modified to accomplish a change [4-5]. The motivation behind the impact analysis activity is to identify software artifacts (i.e., requirement, design, class and test artifacts) that are potentially to be affected by a change. On the other hand, change effort estimation is the process of predicting how much work and how many hours of work are needed for a particular change request. In recent project management processes, the effort invested in a project has become one of the most significant and most studied subjects.

Challenge with the current change effort estimation approaches [6-10] that uses impact analysis technique as the source of input is that there is no consideration of the inconsistency states of software artifacts across the project. This consideration is crucial since in the software development phase: (1) some artifacts are partially developed and; (2) some of them have been developed conceptually but not technically (or have yet been implemented). The failure of this consideration will lead to inaccuracy of estimation that eventually contributes to project delay or customer dissatisfaction.
This paper extends our previous works on change impact analysis approach [11-13] to support change effort estimation during software development phase. In brief, the previous approach integrates between the static analysis and dynamic analysis techniques to perform change impact analysis during the software development phase. In this paper, we extend the current approach’s capability to support change effort estimation by introducing a new change effort estimation process. Due to space limitation, this paper will give more explanation on the new change effort estimation process rather than the previously developed change impact analysis approach. However, detail information on the change impact analysis approach can be referred to [11-13].

This paper is laid out as follow. Section 2 presents related work, whereas Section 3 introduces a new approach for change effort estimation. Section 4 explains our evaluation procedure and its results. Finally, Section 5 describes conclusion and future works.

2 Related Work
This section presents two most related keywords with our research which are impact analysis and effort estimation.

2.1 Impact Analysis
There are two categories of impact analysis techniques [12, 13] which are the static analysis technique and the dynamic analysis technique. The static analysis technique develops a set of potential impacted classes by analyzing program static information that is generated from software artifacts (i.e., requirement, design, class and test artifacts). Conversely, for the dynamic analysis technique, this technique develops a set of potential impacted classes by analyzing program dynamic information or executing code.

Static Analysis: There are two most related current static analysis techniques to the new proposed approach which are the Use Case Maps (UCM) technique [14] and the class interactions prediction with impact prediction filters (CIP-IPF) technique [15, 16]. The UCM technique [14] performs impact analysis on the functional requirements and the high level design model. This technique assumes that all the functional requirements and the high level design model are completely developed. This technique has two limitations which are: (1) there being no traceability technique used from the functional requirements and the high level design artifacts to the actual source code. This technique only makes an assumption that the content of these two artifacts that is represented using the UCM model are reflected to the class artifacts. Any affected elements in the UCM model are indirectly reflected to the affected class artifacts; and (2) there is no dynamic analysis or source code analysis involved in this technique. Based on the precept that some of the effect of a change from a class to other class(es) may only be visible through dynamic or behavior analysis of the changed class [17, 18], results from this technique tend to miss some actual impacted classes.

Next, the CIP-IPF technique [15, 16] uses a class interactions prediction as a model for detecting impacted classes. This technique has its strength compared to the UCM technique. Comparing to the UCM technique, this technique has traceability link detection between the requirements artifacts and the class artifacts feature. This feature is used to navigate impact of changes at the requirement level to the class artifacts.

Dynamic Analysis: For the dynamic analysis techniques, we have selected two most related works to our research which are the Influence Mechanism technique [17] and the Path Impact technique [18]. Essentially, these techniques predict the impact set (classes or methods) based on method level analysis.

The Influence Mechanism technique [17] introduces the Influence Graph (IG) as a model to identify impacted classes. This technique uses the class artifacts as a source of analysis and assumes that the class artifacts are completely developed. There is a limitation of this technique which is there is no formal mapping or traceability process from requirements artifacts or design artifacts to class artifacts. This process is important in the impact analysis process as changes not only come from class artifacts, but it also comes from design and/or requirements artifacts. Since the design and requirements artifacts do interact among them vertically (between two different artifacts of a same type) and horizontally (between requirement and design artifacts), changes that happen to them could contribute to different affected class artifacts. In some circumstances, focusing on the source code analysis may not able to detect those affected classes.

The Path Impact technique [18] uses the Whole Path DAG (Directed Acyclic Graph) model as a model to identify impacted classes. The concept of implementation of this technique is almost similar to the Influence Mechanism technique as this
Another way to estimate software development effort is to use regression analysis; also known as algorithmic estimation. It uses variables for software size such as LOC and FP as independent variables for regression-based estimation and mathematical methods for effort estimation [19, 20]. Some multiple regression models also use other parameters such as development programming language or operating system as extra independent variables. The advantage of regression models is their mathematical basis as well as accuracy measurements.

3 A New Change Effort Estimation Approach

As described earlier, the new change effort estimation is an extension of our previous work on change impact analysis for the software development phase. The new approach basically introduces a new effort estimation model that modifies the current COCOMO II technique [21].

![Overall change effort estimation approach](image-url)
The modified version which we called Constructive Change Cost Model (COCHCOMO) technique will use our previously developed change impact analysis approach.

Fig. 1 shows the overall change effort estimation process. Basically there are five steps which will be discussed in following sections of this document: (1) Developing class interactions prediction (CIP) model; (2) Acquiring change request attributes; (3) Performing static impact analysis; (4) Performing dynamic impact analysis; (5) Estimating required change effort.

3.1 Step 1: Developing Class Interactions Prediction Model
This step develops the Class Interaction Prediction (CIP) model based on inference of requirements interactions. The CIP model basically is a traceability model that shows the interactions between all the software artifacts including requirements, designs and classes. It will be used later to perform static change impact analysis and find the impacts of the change. Detail of the development of CIP model can be referred to [12, 13].

3.2 Step 2: Acquiring Change Request Attributes
The second step of COCHCOMO model is to acquire the change request attributes. This step intends to identify any relevant attributes of the change request which has direct impact on the effort estimation results. According to one of the previous works [22], among the relevant attribute is type of change.

3.3 Step 3: Performing Static Impact Analysis
This step performs static impact analysis on the developed CIP model to find the direct and indirect affected classes. The static impact analysis will find any direct impacted classes, which are the first layer of classes affected by a particular changed requirement without vertical traceability relations consideration. Then indirect impacted classes (second or next level of impacted classes) will be identified by completing traceability search through the CIP model.

This step uses a Breadth-first search (BFS) algorithm [23] to perform static impact analysis to search for the impacted classes in the CIP model.

The algorithm states that software artifacts in CIP model are the nodes of the search graph and the impacted classes are the goals of search.

The process continues by performing a static filtration on the results, to remove some of falsely predicted results by over estimation. The method we use for static filtration is class dependency filtration (CDF). The CDF process finds the potential but falsely identified impacted classes by tracing the flow of interactions between the classes. If any indirect impact class could not be traced back to any of the direct impacted classes; that class is considered as falsely predicted impact class and it is filtered from the impact analysis results. It uses a cut-set from CIP model which contains the vertical relations between the classes to perform a backward tracing search from indirectly impacted classes to the directly impacted classes. The CDF filtering produces the final static impact analysis results that will be used by the dynamic impact analysis step. Detailed explanation of this step can be referred to [24].

This step also calculates an estimation of the potential impact size of each impacted class based on the CDF results. Potential impact size is number in percentage that will be used to predict the size of code after implementing the change. The Impact Size Factor (ISF) is calculated using the following equation [25]:

$$\text{ISF}_{IC} = 100 \times \sum_{r=0}^{n} PV_{AT} \frac{CTF_r}{NR} \tag{1}$$

where \( ISF_{IC} \) is impact size factor for impacted class (IC), \( r \) is relation from requirement to the impacted class based on the developed CIP model in step 1 due to the change. The relation refers to the interactions that exists derived from the traceability model among the software artifacts including requirements, designs and classes. When a change occurred and affected certain requirement(s), relationship from the affected requirement to the impacted class is established. \( NR \) is number of requirement artifacts that have relation to the impacted class, \( PV_{AT} \) is a constant value for probability of change for affect type (AT) – where AT could be direct or indirect affection type and value for \( PV_{AT} < 1 \). Direct or indirect affection type refers to the type of relationship that exists from the affected requirement to the impacted class. In our experiment, we have defined value 0.9 for direct and 0.7 for indirect affect type. \( CTF_r \) is change type factor based on the affected requirement change type which lead to the relation \( r \) (see Table 1).
ISF is the sum of probable occurrence of change in each identified impacted class according to the change type factor for that change request. Using eqs (1) we are able to have a prediction of ISF for each identified impacted class. Although, this value is just a rough estimation, and it is not very accurate, this equation can produce an overall good prediction of the future class size expansion after the change with calibrated variables.

CTF value is a coefficient of correlation value between -1 and 1. It is used to predict the effect of the change type on the impact size. The proposed change types and its value can be referred to Table 1 [25].

Table 1 Change Type Factor Values

<table>
<thead>
<tr>
<th>Change Type</th>
<th>Value</th>
<th>Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Addition</td>
<td>1.00</td>
<td>All of the code with estimated size will be added to the original code.</td>
</tr>
<tr>
<td>Modification-Major Grow</td>
<td>0.75</td>
<td>Three quarter of the estimated impact code will be added to the original code.</td>
</tr>
<tr>
<td>Modification-Grow</td>
<td>0.50</td>
<td>Only half of the estimated impact code will be added to the original code.</td>
</tr>
<tr>
<td>Modification-Minor Grow</td>
<td>0.25</td>
<td>One quarter of the estimated impact code will be added to the original code.</td>
</tr>
<tr>
<td>Modification-Negligible</td>
<td>0.10</td>
<td>The change is so insignificant that code size will not be changed much.</td>
</tr>
<tr>
<td>Modification-Minor Shrink</td>
<td>-0.25</td>
<td>One quarter of the estimated impact code will be removed from the original code.</td>
</tr>
<tr>
<td>Modification-Shrink</td>
<td>-0.50</td>
<td>Only half of the estimated impact code will be removed from the original code.</td>
</tr>
<tr>
<td>Modification-Major Shrink</td>
<td>-0.75</td>
<td>Three quarter of the estimated impact code will be removed from the original code.</td>
</tr>
<tr>
<td>Deletion</td>
<td>-1.00</td>
<td>All of the estimated impact code will be removed from the original code.</td>
</tr>
</tbody>
</table>

3.4 Step 4: Performing Dynamic Impact Analysis

This step aims to find the actual interactions among classes by performing Method Dependency Filtration (MDF) analysis. Overestimated static impact analysis results that come from CDF Filtration are expected to be removed by MDF filtration.

The main challenge in this step is to detect fully developed classes. We propose a new mechanism to identify status of the code i.e., (1) code status could be not developed; (2) partly developed or; (3) fully developed. The first step is to detect the classes which are not developed. The classes without declaring in the code files are considered as not developed classes. But still if the class declaration is available in the code, a concrete method is needed to distinguish the fully developed from the partly developed classes. For distinguishing them, a special tag for classes and methods is recommended to be developed to keep its code status.

The structure of the special tag for the code status tag should be as follow: [Special comments mark + “<status>” + Code Status + “</status>”], where special comments mark in Visual C++ is three slashes “///”, and Code Status could be different according the programming methodology. Some of the possible code statuses are “Not Developed”, “Stubbed”, “Faked”, “Mocked”, “Partly Developed”, or “Fully Developed”. The methods with any code status but “Fully Developed” are considered as partly developed methods. Additionally, the classes with any code status but “Fully Developed” or having a partly developed method are considered as partly developed classes. In case that code status tags were not available for the methods and development status of the class could not be determined by the code status tag, an additional procedure to detect partly developed classes is used. This additional procedure detects stubs, fake methods, and incomplete methods.

Stubbed Method: A stubbed method is a dummy procedure used for linking a program with a partly developed library. The purpose of stubbed methods is to prevent “undefined label” errors at link time when the actual code is not developed. Normally, a stubbed method throws a not implemented exception in its first line, to prevent raising errors by the compiler. Therefore, any methods which throw an exception in their first line are considered as stubs.

Faked Method: A faked method is a method, which appears to be a functional method without any errors, but in fact it only returns a single constant value without performing any procedure. If a method returns a single constant value in its first line, it is considered as a faked method.

Incomplete Method: If a method is not stub or fake, and still, it does not perform its functionality fully, it is considered as incomplete. The methods hierarchies from the designs are compared with their
actual call hierarchy in code. If they are not the same, this method is not completely developed yet.

After detecting the partly and fully developed classes, the method execution paths are created from fully developed classes. The actual interaction between the classes can be determined from the created method execution paths. Afterwards, the CIP model is updated with the actual class interactions. Finally, the method dependency filtration (MDF) process is performed similar to CDF process on the impacted classes to filter the overestimated impact analysis results.

The improved filtered set of impacted classes by this process is the final impact analysis result in method. This method implies that by having fully developed classes we can perform accurate impact analysis, even with inaccurate CIP model from the beginning.

3.5 Step 5: Estimating Required Change Effort
The last and most important step is to estimate the required change effort based on the initial effort estimation and change impact analysis results. To estimate the change effort based on COCOMO II effort estimation [26], we propose a mathematical equation to calculate change effort (CPM) according to the original estimated effort (PM) and updated effort estimation (PM'). CPM is the total effort needed to implement the change; it is equal to priority multiplier multiplied by the deviation of estimated effort with new software size (PM') and original estimated effort (PM) plus the extra effort needed to change the developed code as follows:

$$CPM = [(PM' - PM) + abs((PM' - PM) \times DSF)] \times PR$$  (2)

where DSF is the development status factor based on eqs (8), PM is the original estimated effort using COCOMO II in man per month, PM' is the updated estimated effort after change using new software size (PM') and original estimated effort (PM) plus the extra effort needed to change the developed code as follows:

$$PM' = \frac{PM'}{PM} \times PM$$  (3)

$$PM' = \frac{A \times CSize^B \times \prod_{i=1}^{n} EM_i}{A \times Size^B \times \prod_{i=1}^{n} EM_i} \times PM$$  (4)

$$PM' = \left(\frac{CSize}{Size}\right)^B \times PM$$  (5)

where PM is the original estimated effort using COCOMO II in man per month, PM' is the updated estimated effort with new software size in man per month, B is one of the exponent in COCOMO II derived from the COCOMO II’s five Scale Drivers as shown in eqs (6), Size is the original estimation of code size, CSize is the estimated code size after implementing the change.

Accordingly, the mathematical justification for producing this equation is as follows:

$$B = B_0 + B_1 \times \sum_{i=1}^{n} SF_i$$  (6)

where B_0 and B_1 are COCOMO II’s constant variables, SF stands for scale factor, which will be derived from the COCOMO II’s five scale factors.

Assuming that the initial effort estimation was done before the change request, the only unknown variable in eqs (7) is CSize. Exponent B, PM, and Size are the known variables which can be easily obtained from the initial effort estimation. CSize is equal to the original estimated size plus additional size from impacted classes. The size of fully developed impacted classes can be calculated in dynamic change impact analysis process, but the size of other impacted classes should be provided according to the initial effort estimation. CSize is calculated by the following equation:

$$CSize = Size + \sum_{i=1}^{n} (Size_{IC} \times ISF_{IC})$$  (7)

where Size is equal to initial estimation of software size, IC stands for impacted class, Size_{IC} is the size of the impacted class IC, ISF_{IC} is the impact size factor for the impacted class IC which is calculated using eqs (1) in impact analysis steps.

DSF in eqs (2) is the development status factor. This value indicates how much extra effort is needed to change the impacted developed classes. This value will specify that, if the impacted class is a fully developed class, it will need more effort to change it than a partly developed class, and
moreover changing a partly developed class needs more effort than a not developed class. By using DSF in our calculation we are generalizing the fact that the change effort will intensively increase as more classes are being fully developed, and implement changes in early stages of development is less costly [26]. DSF will be calculated using the following equation:

\[
DSF = \frac{(ND \times NND) + (PD \times NPD) + (FD \times NFD) - NIC}{NIC}
\]  

(8)

where DSF stands for development status factor (DSF ≥ 0), ND is equal to affect multiplier for not developed classes (see Table 3), NND is the number of not developed impacted classes, PD is equal to affect multiplier for partly developed classes (see Table 3), NPD is the number of partly developed impacted classes, FD is equal to affect multiplier for fully developed classes (see Table 3), NFD is the number of fully developed impacted classes, NIC is the total number of impacted classes.

The multipliers ND, PD and FD multipliers should be selected according to the phase distribution of the software development methodology used for the project. They can have different values for each project or development team. Moreover, there has been a research on the phase distribution of the development effort [21] which could be used to estimate multiplier values.

Table 2 shows how much effort is needed in each phase of the project in our experiment which is using RUP methodology. Accordingly, a sample of ND, PD and FD multiplier values are created in Table 3.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Schedule</th>
<th>Effort</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inception</td>
<td>10%</td>
<td>5%</td>
</tr>
<tr>
<td>Elaboration</td>
<td>30%</td>
<td>20%</td>
</tr>
<tr>
<td>Construction</td>
<td>50%</td>
<td>65%</td>
</tr>
<tr>
<td>Transition</td>
<td>10%</td>
<td>10%</td>
</tr>
</tbody>
</table>

Table 2 Phase Distribution Weight in RUP [27]

<table>
<thead>
<tr>
<th>Multipliers</th>
<th>Related Phases</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ND</td>
<td>Inception, Elaboration</td>
<td>0.25</td>
</tr>
<tr>
<td>PD</td>
<td>Inception, Elaboration and a quarter of Construction</td>
<td>0.4125</td>
</tr>
<tr>
<td>FD</td>
<td>Inception, Elaboration and Construction</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Table 3 Estimated Values for the Multipliers

In this research, COCHCOMO is developed for Early Design sub-model of COCOMO II [21] which uses SLOC as the software size metric. Therefore, we use logical SLOC as the code size; however, this model can easily be adapted for other COCOMO II sub-models [21] and also use of Function Points as software size metric.

4 Evaluation
This section describes the process of evaluating our new approach. Firstly, the case scenario and the controlled experiments used for its evaluation are defined and described. Then, a set of evaluation metrics is used to compare the actual results and experiment results. Later, procedure of evaluating this approach against similar approaches is described. Finally, evaluation results are then demonstrated and discussed.

4.1 Case Scenario
To measure the accuracy of the approach, we have implemented the approach in a small project which implements an On Board Automobile. The project consists of 1365 SLOC. Four case scenarios (see Table 4) are constructed to create different development progress states. Each case scenario was created to represent different types of development progress states in the selected project.

<table>
<thead>
<tr>
<th>Case scenario</th>
<th>Progress</th>
<th>States description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS1</td>
<td>Analysis</td>
<td>Software design is finished, but none of the classes are developed yet</td>
</tr>
<tr>
<td>CS2</td>
<td>Coding</td>
<td>Software design is finished, and some partly developed classes exist</td>
</tr>
<tr>
<td>CS3</td>
<td>Testing</td>
<td>All the classes are developed, and some of them are fully developed</td>
</tr>
<tr>
<td>CS4</td>
<td>Deployment</td>
<td>All the classes are fully developed, and the development phase is finished.</td>
</tr>
</tbody>
</table>

Table 4 Case Scenarios

4.2 Change Request
Considering four case scenarios (CS) with different development progress statuses and the change types, twenty change requests have been selected, and the distribution of selected change requests is presented in Table 5.
4.3 Evaluation Metrics
For evaluating the accuracy of the approach, three effort estimation metrics have been used which are Magnitude of Relative Error (MRE) [28], Mean Magnitude of Relative Error (MMRE) [29], and Percentage of Prediction, PRED (.25) [30].

MRE: The MRE is a metric for the absolute estimation accuracy only [28]. It calculates the rate of the relative errors in both cases of over-estimation or under-estimation as shown in eqs (9).

\[
MRE = \text{abs} \left( \frac{\text{Actual Results} - \text{Estimated Results}}{\text{Actual Results}} \right)
\]

(9)

MMRE: The MMRE or the Mean Magnitude of Relative Error is the percentage of average of the MREs over an entire data set [29]. It is used for calculating the accuracy of an estimation technique using T number of tests as it is shown in eqs (10).

\[
\text{MMRE} = \frac{100}{T} \sum_{i=1}^{T} MRE_i
\]

(10)

The MRE metric will be calculated for each predicted impacted class from the change request experience to measure the accuracy of the change effort estimation in COCHCOMO approach. But the MMRE will be calculated for the whole case scenario, which contains twenty change requests and several impacted classes. The results of our approach are more accurate when the MMRE values are smaller.

Percentage of prediction, PRED (.25) is percentage of estimates that fall within 25 percent of the actual value [30]. Percentage of prediction definition is shown in eqs (11), where K is the number of estimations where MRE value is less or equal to x and n is the total number of estimations.

\[
PRED(x) = \frac{K}{n}
\]

(11)

4.4 Evaluation Procedure
There are three main steps in the evaluation which are:
- Estimating change effort results using the new approach;
- Implementing actual changes to get actual change effort;
- Measuring the accuracy of the results.

The actual change effort is determined by measuring the time that has been taken to implement the change. The recorded time in eqs (12) below is used.

\[
APM = \frac{CTDEV + TDEV}{\frac{C \times SCED}{100}} - PM
\]

(12)

where APM is actual change effort; PM is initial effort estimation value; TDEV is the initial calculated time deviation; SCED, C, and SE values are same as initial effort estimation values; CTDEV is change time deviation in months.

To calculate the CTDEV, we assume that the months are 30 days and the project will be working on 8 hours per day. Hence, the time deviation is equal to the actual taken time per hours for change multiplied by 30 x 8.

4.5 Threats to Validity
We have considered three threats of external validity to the evaluation results, which are:

1. Project based on RUP methodology: The results of the experiment may constraint to projects which based on RUP. More extensive experiments need to be conducted if a project is using different types of development methodology (i.e. waterfall, agile, etc).

2. Sample change request size: There are only twenty change requests data available for the experiment. This sample size may not strongly strengthen the experiment results. However, we believe that these results may have significant basis to conduct for further works in this research.

3. The use of student’s project as the experiment’s subject: The experiment data was based on project data which conducted by a group of post-graduate students in Advanced Informatics School, Universiti Teknologi Malaysia. Although it is not a real data from the software industry, the considerations are made based on the accessibility and the completeness of the data. Firstly, the post-graduate students are Master level student, who some of them has
experience in the software industry prior to joining the Master programme. Secondly, the post-graduate students are required to follow thorough software development process similar to software industry in which requirement gathering process, change request and management, complete documentation process and software development and testing activities are occurred. Thirdly, the activities conducted within a controlled environment which emulate the real software development activities only, without other confounding factors such as politics, business constraints and other external factor which always occurred in real software projects but might not relevant to the experiment and objectives of this research. Due to these considerations, we strongly believe that the results obtained are sufficient as a basis to conduct further works in the real software industry afterwards.

5 Result and Discussion
To recap, the evaluation will be focusing on comparing results between the estimated change effort with the actual change effort. We have used the MMRE and Percentage of Prediction, PRED (.25) as the comparison metric.

According to [31] most effort estimation techniques having difficulty to produce accurate effort estimation results as they produced more than 30% MMRE value compared to the actual results. In other study [30], proposed an acceptable MMRE value (or error rate) for software effort estimation is 25%. This value shows that on average, the accuracy of the estimation is more than 75%. For our evaluation, we have used this guideline to assess the accuracy of our proposed approach by targeting the MMRE value (or acceptable error rate) should be less than 25%. We also have used PRED (.25) as the second evaluation metric to support the result produced by MMRE.

Since our proposed model is a change effort estimation model and not general effort estimation model, we assume that the change effort is slightly smaller than the overall effort needed for developing a software package. Therefore, a small miscalculation or an error will cause a large relative error in the estimations, so it has been expected to have moderate accuracy in the proposed change effort estimation model. Table 6 shows the MRE, MMRE and PRED (.25) of change requests in each case scenario.

<table>
<thead>
<tr>
<th>CT</th>
<th>CS1</th>
<th>CS2</th>
<th>CS3</th>
<th>CS4</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT1</td>
<td>0.18327</td>
<td>0.01625</td>
<td>0.02714</td>
<td>0.13138</td>
<td>0.089508</td>
</tr>
<tr>
<td>CT2</td>
<td>0.11850</td>
<td>0.16912</td>
<td>0.03794</td>
<td>0.20112</td>
<td>0.131670</td>
</tr>
<tr>
<td>CT3</td>
<td>0.29487</td>
<td>0.56085</td>
<td>0.56917</td>
<td>0.32800</td>
<td>0.438222</td>
</tr>
<tr>
<td>CT4</td>
<td>0.16109</td>
<td>0.20672</td>
<td>0.21317</td>
<td>0.01538</td>
<td>0.149091</td>
</tr>
<tr>
<td>CT5</td>
<td>0.00812</td>
<td>0.00518</td>
<td>0.01000</td>
<td>0.08656</td>
<td>0.027467</td>
</tr>
<tr>
<td>MMRE</td>
<td>15.32%</td>
<td>19.16%</td>
<td>17.15%</td>
<td>15.25%</td>
<td>16.72%</td>
</tr>
<tr>
<td>PRED (.25)</td>
<td>80%</td>
<td>80%</td>
<td>80%</td>
<td>80%</td>
<td>80%</td>
</tr>
</tbody>
</table>

Table 6 MRE, MMRE and PRED (.25) based on Change Types (CT) across Case Scenario (CS)

Due to space limitation, a quick look on the average MMRE value revealed that: (1) our proposed model has 16.72% relative error on average which is better than our expectation; (2) all MMRE values for the case scenarios is less than 20%; (3) In term of percentage of prediction, PRED (.25) revealed that COCHCOMO accuracy is 80% for all case scenarios; and (4) On average, change type 3 (CT3) which require very small impact contributes to overall COCHCOMO’s inaccuracies. This preliminary analysis indicated that the proposed COCHCOMO change effort estimation model is acceptably accurate. However, the accuracy results need to be further investigated and analyzed.

6 Conclusion
An effective change acceptance decision is one of the crucial factors to a success of failure of a software project. A software project manager needs to have a justified decision whenever a software change is introduced. Extending change effort estimation to the change impact analysis process able to provide significant justification for the change acceptance decision made.

In this paper, we have developed a constructive change cost model (COCHCOMO) which calculates the change effort estimation required to implement the change. The approach has extended the change impact analysis framework for software development phase to estimate change effort. This novel approach has taken into account the inconsistent states of software artifacts in its estimation process, i.e. partially developed or not developed class(es).

The results of this paper are part of an ongoing research to overcome the challenges of change acceptance decisions for the requested changes in
the software development phase. For future works, we aim to conduct an intensive test to this approach by considering more change requests from different software projects with specific characteristics, i.e. type, size, complexity, etc. Also, we will extend this approach for estimating change cost based on the approach results.
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