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Abstract: - Early detection and prevention of oral cancer is critical, as it can increase the survival chances 
considerably, allow for simpler treatment and result in a better quality of life for survivors. In this research 
paper, the popular association rule mining algorithm, apriori is used to find the spread of cancer with the help 
of various investigations and then assess the chance of survival of the patient. This is achieved by extracting a 
set of significant rules among various laboratory tests and investigations like FNAC of neck node, LFT, 
Biopsy, USG, CT scan-MRI and survivability of the oral cancer patients. The rules clearly show that if FNAC 
of neck node, USG and CT scan/ MRI is positive then chance of survival is reduced. However, if LFT is 
normal, probability of survival is high. If diagnostic-biopsy results in squamous-cell-carcinoma then it clearly 
indicate oral cancer, which may lead to high mortality if appropriate treatment is not initiated. The experimental 
results demonstrate that all the generated rules hold the highest confidence level, thereby, making investigations 
very essential to understand the spread of cancer after clinical examination for early detection and prevention of 
oral cancer. 
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1 Introduction 
Medicine is an information-intensive profession. 
Developments in cancer medicine have customarily 
hailed from meticulous comprehension of biological 
processes, later translated into therapeutic 
interventions, whose competence is built by 
thorough analysis of clinical trials. Throughout the 
most recent two decades the expanding throughput 
of microarray screening, spectral imaging and 
longitudinal studies are transforming the 
comprehension of cancer pathology into as much a 
data-based as a biologically and clinically driven 
science, with potential to impact more strongly on 
evidence-based decision support moving towards 
personalized medicine [1]. Apart from microarray 
screening and spectral imaging, the data are also 
available in the form of patient charts and 
histories, research literature and evidence [2]. The 
large quantity of data definitely surpasses the 
abilities of humans for efficient usage without 
specialized tools for analysis [3, 4, 5]. The situation 
is described as rich in data, but poor in information. 
In order to fill this growing gap, different 
approaches from the field of Data Mining are 
applied. Ideally, data mining integrates all available 
medical information, epidemiological data, and 

pertinent information collated from across time 
zones, systems and databases, which is subsequently 
analysed. 

Data mining, also referred to as knowledge 
discovery, is the science of extracting critical 
information from large amount of existing raw data 
and deploying that information across the 
organization [3, 5, 6]. It is the process of automatic 
search to discover patterns and trends that go 
beyond simple analysis and can answer questions 
that cannot be addressed through simple query and 
reporting techniques. But data mining does not work 
by itself. Data mining uses sophisticated 
mathematical algorithms to segment the data and 
evaluate the probability of future events. Automatic 
discovery of patterns, prediction of likely outcomes, 
creation of actionable information and focus on 
large data sets and databases are the key properties 
of data mining [7, 8, 9].  It does not eliminate the 
need to know the business, to understand the data, 
or to understand analytical methods. Data mining 
discovers hidden information in data, however it 
cannot tell the value of the information to your 
organization. Important patterns might already be 
known as a result of acquaintance to business 
domain and working with data over time. However, 
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data mining can confirm or qualify such empirical 
observations in addition to finding new patterns that 
may not be immediately discernible through simple 
observation. 

Data mining tasks to uncover the different 
patterns include characterization, discrimination, 
association analysis, classification and regression, 
cluster analysis, outlier analysis and evolution 
analysis. In this paper, we intend to apply 
association rule learning, which is a popular and 
well researched method for discovering interesting 
relations between variables in large databases. It is 
intended to identify strong rules discovered in 
databases using different measures of 
interestingness [10]. These rules have many 
applications in areas ranging from e-commerce to 
sports to census analysis to medical diagnosis.  

We have undertaken the study of oral cancer 
which is of significant public health importance in 
India. Public health officials, private hospitals, and 
academic medical centres within India have 
recognized oral cancer as a grave problem [11]. 
Possible signs and symptoms of oral cancer when a 
patients may report include: a lump or thickening in 
the oral soft tissues, soreness or a feeling that 
something is caught in the throat, difficulty chewing 
or swallowing, ear pain, difficulty moving the jaw 
or tongue, hoarseness, numbness of the tongue or 
other areas of the mouth, or swelling of the jaw that 
causes dentures to fit poorly or become 
uncomfortable. The above mentioned signs and 
symptoms observed in the patients on their visit to 
OPD, must be used efficiently for early detection 
and treatment, as they are critical and can increase 
the survival chances considerably, allow for simpler 
treatment and result in a better quality of life for 
survivors. In the previous paper “Significant Pattern 
for Oral Cancer Detection: An Association Rule 
Mining” written by authors, many significant rules 
among various valuable information pertaining to 
clinical examination, history and survivability of the 
cancer patients were extracted to assist the 
practitioners in early detection of the disease and 
prediction of distribution of cancer in the oral 
cavity, and consequently help in prevention of the 
oral cancer. After successfully generating vital rules 
from the details of clinical examination, we now 
extend our work by attempting to find the spread of 
cancer with the help of various investigations and 
then assess the chance of survival of the patient.. In 
this research paper, the popular association rule 
mining algorithm, apriori is used to extract a set of 
significant rules among various laboratory tests and 
investigations like FNAC of neck node, LFT, 

Biopsy, USG, CT scan-MRI and survivability of the 
oral cancer patients. 

This paper is organized as follows: The next 
section reviews various related literature, section 3 
covers the information about oral cancer and various 
investigating techniques; section 4 gives the brief 
about Association Rule Mining; section 5 presents 
the experimental results; whereas section 6 covers 
the conclusions and future work and at the end 
acknowledgement and references made are 
mentioned. 
 
 
2 Literature Review  
RuthRamya et al. [12], apply association rules into 
classification to improve the accuracy and obtain the 
valuable rules and information in the case of chest 
pain. The class label has taken good advantage in 
the rule mining step so as to cut down the search 
space. The proposed algorithm also synchronize the 
rule generation and classifier building phases, 
shrinking the rule mining space when building the 
classifier to help speed up the rule generation. 
Swami S. et al. [13], aimed at generating 
multidimensional association rule and its model of 
smoking habits in order to take some preventive 
measures to reduce the various habits of smoking in 
youths. Ha and Joo [14], builds hybrid method 
combining association rule and classification trees 
which aims at helping physician to make fast and 
accurate classification of chest pain disease. Singh 
S. et. al. [15] applied the apriori algorithm with 
transaction reduction on cancer symptoms. They 
considered five different types of cancer and tried to 
find the symptoms helping the cancer to spread and 
also the type of cancer that spreads faster. Srikant et 
al. [16] considered the problem of integrating 
constraints in the form of boolean expression that 
appoint the presence or absence of items in rules. 
Few authors in their research papers focused on 
mining frequent item sets and association rules from 
the viewpoint of the user’s interaction with the 
system [17, 18, 19, 20, 21]. 

Milovic B. et al.[22] present the applicability of 
data mining in healthcare and explains how these 
patterns can be used by physicians to determine 
diagnoses, prognoses and apply treatments for 
patients in healthcare organizations. Anuradha K. et 
al. [23] have done a detailed survey on various 
methods adopted by the researchers for oral cancer 
detection at an earlier stage. A comparison is made 
among the various methods for identification and 
classification of cancers. Nahar J. et al. [24] extract 
the significant prevention factors for particular type 
of cancer. To find out the prevention factors, they 
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have first constructed a prevention factor dataset 
through an extensive literature review. 
Subsequently, three association rule mining 
algorithms: Apriori, Predictive apriori, and Tertius 
algorithms have been employed in order to discover 
most of the significant prevention factors against a 
specific type of cancer. Experimental results 
illustrate that Apriori is the most useful association 
rule-mining algorithm for discovery of prevention 
factors. 

Chuang et al. [25] consider DNA repair genes. 
They chose single nucleotide polymorphisms 
(SNPs) dataset with 238 samples of oral cancer and 
control patients for disease prediction. All 
prediction experiments were conducted using the 
support vector machine and they reported that the 
performances of the holdout cross validation was 
superior to 10-fold cross validation, and the best 
classification accuracy was 64.2%. Gadewal et al. 
[26] compiled and enlarged the oral cancer gene 
database to include 374 genes by adding 132 gene 
entries to enable fast retrieval of updated 
information. Kaladhar et al. [27] predict oral cancer 
survivability using classification algorithms that 
include CART, Random Forest, LMT and Naïve 
Bayesian classification algorithms. These 
algorithms classify the cancer survival using 10 fold 
cross validation and training data set. The Random 
Forest classification technique correctly classifies 
the cancer survival dataset leading to absolute 
relative error relatively less as compared to other 
methods. 
 
 

3 Oral Cancer and Investigating 
Techniques 

Oral cancer is a subtype of head and neck cancer 
and is any cancerous growth located in any sub sites 
of the oral cavity [28]. It may arise as a primary 
lesion originating in any of the oral tissues, by 
metastasis from a distant site of origin, or by 
extension from a neighbouring anatomic structure, 
such as the nasal cavity. Also, the Oral cancers may 
originate in any of the tissues of the mouth, and may 
be of varied histologic types: SCC, teratoma, 
adenocarcinoma derived from a major or minor 
salivary gland, lymphoma from tonsillar or other 
lymphoid tissue, or melanoma from the pigment-
producing cells of the oral mucosa. However the 
commonest histologic type is squamous cell 
carcinomas accounting for 90% of cancer [29]. Oral 
or mouth cancer most commonly involves the 
tongue. It may also occur on the floor of the mouth, 

cheek, gingiva (gums), lips, or palate (roof of the 
mouth). 

The symptoms for an oral cancer at an earlier 
stage [30] are: 1) Patches inside the mouth or on lips 
that are white, red or mixture of white and red, 2) 
Bleeding in the mouth 3) Difficulty or pain when 
swallowing, 4) A lump in the neck. These symptoms 
should raise the suspicion of cancer and needs 
proper treatment. Treatments for Oral Cancer 
include surgery, radiation therapy and chemotherapy 
[31]. But even this is not always successful as 70% 
of the cases relapses and the results in death. The 
treatment is successful only if the lesion is 
diagnosed early, but sadly many times, it is ignored 
and the patient reports late when the lesion is 
untreatable. The cost of the treatment runs in lakhs 
and in spite of this there is no guarantee of cure. The 
surgery is morbid, often disfiguring the face [32].  

Prognosis of oral cancer depends on early 
diagnosis. Despite advanced surgical techniques and 
other treatment modalities, the 5-year survival rate 
remains ~40-50% [33, 34]. Unfortunately, oral 
cancer is usually detected when it becomes 
symptomatic.  An early disease is difficult to be 
differentiated from benign lesions. Therefore 
recognizing point of high risk of developing oral 
cancer is of importance [35]. 

 
Various laboratory tests and investigating 

techniques that can be used for assessing the extent 
of oral cancer in patient’s body are as follows: 

 
3.1 Liver Function Tests (LFT), are groups 
of clinical biochemistry laboratory blood 
assays designed to give information about the state 
of a patient's liver. Most liver diseases cause only 
mild symptoms initially, but it is vital that these 
diseases be detected early. 

 
3.2 Fine Needle Aspiration Cytology (FNAC) is a 
type of biopsy procedure in which a thin needle is 
inserted into an area of abnormal-appearing tissue or 
body fluid to collect the sample.  

 
3.3 Biopsy - If any abnormalities are discovered 
during the exam, a small tissue sample, or biopsy, 
usually is taken. This biopsy is important, as it is the 
only sure way to know if the abnormal area is 
cancer. 

 
3.4 Ultra-SonoGraphy (USG) is an ultrasound 
based diagnostic imaging technique used for 
visualizing intra-abdominal structures.  
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3.5 A CT Scan and an MRI operate differently and 
are better suited for assessing the loco-regional 
spread of cancer. An MRI suited for examining soft 
tissue (ligament and tendon injury, spinal cord 
injury, brain tumors etc.) where as a CT scan is 
better suited for bone injuries, lung and chest 
imaging, and detecting cancers. 
 
4 Association Rule Mining  
In this paper we adopt the standard definition of 
association rules [36, 37, 38, 39, 40, 41, 42]. 
Association rule mining is being applied to search 
for hidden relationships among the attribute. It is 
intended to identify strong rules discovered in 
databases using different measures of 
interestingness. Therefore, an association rule is a 
pattern that states when X occurs, Y occurs with 
certain probability. 
 
4.1 Apriori Algorithm  
Association rules mining using apriori algorithm 
uses a "bottom up" approach, where frequent item 
sets are extended one item at a time (a step known 
as candidate generation), and groups of candidates 
are tested against the data. The algorithm terminates 
when no further successful extensions are found. 
The algorithm uses breadth-first search and a 
hash tree structure to count candidate item sets 
efficiently.  Apriori is a two-step process, where in 
the first step, frequent test-sets are discovered and in 
the second step, association rules are derived from 
the frequent test-sets [43], algorithm of the same is 
mentioned below: 

 
4.1.1 Apriori algorithm: Candidate Generation 
and Test Approach 

 
Step1: Initially, scan Database once to get frequent  
          1-itemset. 
Step2: Generate length (k+1) candidate itemsets  
          from length k frequent itemsets.  
Step3:Test the candidates against Database. 
Step4: Terminate when no frequent or candidate set  
          can be generated. 

 
4.1.2 Pseudo-code for the Apriori algorithm is as 
follows: 

 
L1 = {frequent items}; 
for (k = 1; Lk !=∅; k++) do begin  

  Ck+1 = candidates generated from Lk; 
  for each transaction T in database do 
               increment the count of all candidates 
               in Ck+1that are contained in T  

   Lk+1  = candidates in Ck+1 with min_support  
  end  

return ∪k Lk; 
 
Where, Ck: Candidate itemset of size k 
             Lk: frequent itemset of size k 
 

4.2 Rule Measures 
To select interesting rules from the set of all 
possible rules generated, constraints on various 
measures of significance and interest can be used. 
The best-known constraints are minimum thresholds 
on support and confidence. 

 
4.2.1 Support: The rule holds with support supp in 
T (the transaction data set) if sup% of transactions 
contain X ∪ Y [36].  

 
Supp(XY) = P(X ∪ Y).  
 

4.2.2 Confidence: The rule holds with confidence 
conf  in T if conf % of transactions that contain X 
also contain Y [36, 44]. 

 
Conf (XY) = P(Y | X)  
                      = Supp(X ∪ Y) / Supp(X)                  
                      = P(X and Y) / P(X) 
 

4.2.3 Lift: It is the probability of the observed 
support to that expected if X and Y were 
independent [45]. 

 
Lift(XY) = Supp(X ∪ Y) / Supp(X) x Supp(Y) 
                  = P(X and Y) / P(X)P(Y) 
 

4.2.4 Leverage: It measures the difference 
of X and Y appearing together in the data set and 
what would be expected if X and Y where 
statistically dependent [10].  

 
Lev(XY) = P(X and Y) – (P(X) P(Y)) 
 

4.2.5 Conviction: It is the probability of the 
expected frequency that X occurs without Y (that is 
to say, the frequency that the rule makes an 
incorrect prediction) [46].  

 
Conv(XY) = 1 - Supp(Y) / 1 – conf (X  Y) 
                    = P(X) P(not Y) / P(X and not Y) 

 
 
5 Experimental Results  
The database for the current research work is 
created by collecting data through a retrospective 
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chart review from ENT and Head and Neck 
Department related to Oral Cancer from the records 
of the Cancer Registries of Tertiary Care Hospitals, 
OPD data sheet and archives of departments of 
Histopathology, Surgery and Radiology. Clinical 
details, personal history and habits were collected 
manually from the records to complete the datasheet 
of the patients. The data collection was done in non-
randomized or non-probabilistic method, as all the 
data in the registries for the period of five years was 
considered. The dataset is based on the records of all 
the patients who have been reported with a lesion 
and treated at the centre from Jan 2004 and June 
2009. The complete process of data preparation, 
data integration and data cleaning (ie. removing 
missing values, noisy data and inconsistent data) to 
create the database of oral cancer patients was 
presented in the previous paper “Framework for 
early detection and prevention of oral cancer using 
data mining” published by the authors [47]. There 
are total 33 variables and 1025 records of patients 
were created for the analysis.  

A data mining tool, Weka 3.7.9 is used for 
implementation of the association rule mining. It is 
a collection of open source of many data mining and 
machine learning algorithms, including pre-
processing on data, classification, clustering and 
association rule extraction. It is Java based open 
source tool created by researchers at the University 
of Waikato in New Zealand [48]. The oral cancer 
data is initially stored in MS Excel sheet, then 
converted into comma separated values (.csv file) 
and subsequently to attribute relation file format 
(.arff file), which is the acceptable format to weka 
tool.   

Apriori algorithm has been implemented for 
finding the association rules among various 
investigations (like FNAC of neck node, LFT, 
Biopsy, USG, CT scan-MRI), diagnosis and 
survivability of the cancer patients to find the 
importance of laboratory tests and investigations to 
obtain a extent of oral cancer. Following rules are 
generated with minimum support defined by the tool 
as 0.1 (103 instances) and minimum confidence as 
0.9: 

 
Rule1:LFT=Normal(449) ==> Survival=Dead (449)        

      conf:(1) lift:(1) lev:(0) conv:(0) 
 

Rule Explanation: Rule 1 recommends that if LFT 
is normal, probability of survival is high. Fig. 1 
reflects the rule in graphical form. 
 
Rule 2: Neck-Nodes=Present (131) ==> FNAC-of- 
            Neck-Node = Positive (131)  

        conf:(1)  lift:(1.79)  lev:(0.06) conv:(57.77) 
 

Rule 3: Survival=alive (449) ==> FNAC-of-Neck-    
            Node = Negative (449)    

       conf:(1) lift:(1.15) lev:(0.06) conv:(57.38) 
 

Rule Explanation: Rule 2 and Rule 3 advocate that 
if FNAC of neck node is positive then the chance of 
survival is reduced. Fig. 2 reflects the rule in 
graphical form. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1  LFT and Survivability 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2  FNAC of Neck Node and Survivability 
 

Rule 4: Diagnostic-Biopsy=Squamous-Cell-              
              Carcinoma(576) ==> Survival=Dead (576)  
              conf:(1) lift:(1.78) lev:(0.25) conv:(252.32) 
 
Rule Explanation: Rule 4 proposes that if 
diagnostic-biopsy results in squamous-cell-
carcinoma then it clearly indicate oral cancer. This 
may lead to high mortality if appropriate treatment 
is not initiated. Fig. 3 reflects the rule in graphical 
form. 
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Rule5:USG=Positive(132)==>Survival=Dead (132)     
            conf:(1)  lift:(1.78)  lev:(0.06)  conv:(57.82) 
 
Rule Explanation: Rule 5 suggests that if USG is 
positive then it detects the spread of oral cancer in 
patient’s body and also the chance of survival is 
meagre. Fig. 4 reflects the rule in graphical form. 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 3  Diagnostic Biopsy and Survivability 

 
 
 
 
 
 
 
 
 
 
 

Fig. 4  USG and Survivability 

Rule 6: CTScan-MRI=Bony-Involvement (130)  
             ==> Survival=Dead (129)   
            conf:(0.99)lift:(1.77) lev:(0.05) conv:(28.47) 
 
Rule Explanation: Rule 6 puts forward that if CT 
scan/ MRI detect the bony involvement, then the 
chances of survival is less. Fig. 5 reflects the rule in 
graphical form. 
 
Rule7:Diagnosis=SCC(576)=>Survival=Dead (576)    
            conf:(1) lift:(1.78) lev:(0.25) conv:(252.32) 
 
Rule Explanation: Rule 7 suggests that if diagnosis 
indicates SCC (Squamous-Cell-Carcinoma) which is 
a type of oral cancer, then it may lead to high 
mortality if appropriate treatment is not initiated. 

Rule 8: Site=Tongue/Palate/BM &  
             Diagnostic–Biopsy=Squamous-Cell-  
             Carcinoma==>Diagnosis=SCC  
            conf:(1) lift:(1.78) lev:(0.13) conv:(137.99) 

Rule Explanation: Rule 8 suggests that if site is 
either tongue, plate or BM and diagnostic–biopsy is 
Squamous–Cell-Carcinoma then diagnosis usually is 
SCC which is a type of oral cancer and needs proper 
treatment.  
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5  CT Scan-MRI and Survivability 

6 Conclusion 
The association rule mining algorithm, apriori has 
established the importance of investigations and 
laboratory tests in assessing the degree and extent of 
oral cancer. The experimental results demonstrate 
that all the generated rules hold the highest 
confidence level, thereby, making them very useful 
for early detection and subsequently prevention of 
oral cancer. The rules clearly show that if FNAC 
of neck node, USG and CT scan/ MRI is positive 
then chance of survival is reduced. However, if 
LFT is normal, probability of survival is high. If 
site is either tongue, plate or BM and diagnostic–
biopsy is Squamous–Cell-Carcinoma then diagnosis 
usually is SCC then it clearly indicate oral cancer, 
which may lead to high mortality if appropriate 
treatment is not initiated. In future, we intend to 
extend this research by attempting to extract 
significant patterns and useful rules through the 
association rule mining algorithm from extracting 
most effective course of treatment. 
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